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#### Abstract

We review the recent generalized fractional calculus of variations. We consider variational problems containing generalized fractional integrals and derivatives and study them using indirect methods. In particular, we provide necessary optimality conditions of Euler-Lagrange type for the fundamental and isoperimetric problems, natural boundary conditions, and Noether type theorems.
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## 1. Introduction

Fractional differentiation means "differentiation of arbitrary order". Its origin goes back more than 300 years, when in 1695 L'Hopital asked Leibniz the meaning of $\frac{d^{n} y}{d x^{n}}$ for $n=\frac{1}{2}$. After that, many famous mathematicians, like J. Fourier, N.H. Abel, J. Liouville, B. Riemann, among others, contributed to the development of Fractional Calculus [6, 25, 29]. The theory of derivatives and integrals

[^0]of arbitrary order took more or less finished form by the end of the XIX century, being very rich: fractional differentiation may be introduced in several different ways, e.g., fractional derivatives of Riemann-Liouville, Grünwald-Letnikov, Caputo, Miller-Ross, . . . During three centuries, the theory of fractional derivatives developed as a pure theoretical field of mathematics, useful only for mathematicians. In the last few decades, however, fractional differentiation proved very useful in various fields: physics (classic and quantum mechanics, thermodynamics, etc.), chemistry, biology, economics, engineering, signal and image processing, and control theory $[3,13,24]$. Let
$$
{ }_{a} I_{t}^{1} x(t):=\int_{a}^{t} x(\tau) d \tau
$$

It is easy to prove, by induction, that

$$
{ }_{a} I_{t}^{n} x(t)=\frac{1}{(n-1)!} \int_{a}^{t}(t-\tau)^{n-1} x(\tau) d \tau
$$

for all $n \in \mathbb{N}$ : if it is true for the $n$-fold integral, then

$$
\begin{aligned}
{ }_{a} I_{t}^{n+1} x(t) & ={ }_{a} I_{t}^{1}\left(\frac{1}{(n-1)!} \int_{a}^{t}(t-\tau)^{n-1} x(\tau) d \tau\right) \\
& =\int_{a}^{t}\left(\frac{1}{(n-1)!} \int_{a}^{\xi}(\xi-\tau)^{n-1} x(\tau) d \tau\right) d \xi
\end{aligned}
$$

Interchanging the order of integration gives

$$
{ }_{a} I_{t}^{n+1} x(t)=\frac{1}{n!} \int_{a}^{t}(t-\tau)^{n} x(\tau) d \tau
$$

The (left Riemann-Liouville) fractional integral of $x(t)$ of order $\alpha>0$, is then defined with the help of Euler's Gamma function $\Gamma$ :

$$
\begin{equation*}
{ }_{a} I_{t}^{\alpha} x(t):=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(t-\tau)^{\alpha-1} x(\tau) d \tau \tag{1}
\end{equation*}
$$

Let $\alpha>0$ and denote the fractional integral of $f$ of order $\alpha$ by

$$
{ }_{a} D_{x}^{-\alpha} f(x)=\frac{1}{\Gamma(\alpha)} \int_{a}^{x} f(t)(x-t)^{\alpha-1} d t
$$

If $m$ is the smallest integer exceeding $\alpha$, then we define the fractional RiemannLiouville derivative of $f$ of order $\alpha$ as

$$
\begin{align*}
{ }_{a} D_{x}^{\alpha} f(x) & =\frac{d^{m}}{d x^{m}}\left[{ }_{a} D_{x}^{-(m-\alpha)} f(x)\right] \\
& =\frac{1}{\Gamma(m-\alpha)} \frac{d^{m}}{d x^{m}} \int_{a}^{x} f(t)(x-t)^{m-\alpha-1} d t \tag{2}
\end{align*}
$$

Another definition of fractional derivatives was introduced by M. Caputo in 1967, interchanging the order of the operators $\frac{d^{m}}{d x^{m}}$ and ${ }_{a} D_{x}^{-(m-\alpha)}$ in (2):

$$
\begin{equation*}
{ }_{a}^{C} D_{x}^{\alpha}:={ }_{a} D_{x}^{-(m-\alpha)} \circ \frac{d^{m}}{d x^{m}} \tag{3}
\end{equation*}
$$

Here we consider generalizations of operators (1), (2) and (3) by considering more general kernels (see Section 2.1).

The classical fundamental problem of the calculus of variations is formulated as follows: minimize (or maximize) the functional

$$
\mathcal{J}(x)=\int_{a}^{b} L\left(t, x(t), x^{\prime}(t)\right) d t
$$

on $\mathcal{D}=\left\{x \in C^{1}([a, b]): x(a)=x_{a}, x(b)=x_{b}\right\}$, where $L:[a, b] \times \mathbb{R}^{2 n} \rightarrow$ $\mathbb{R}$ is twice continuously differentiable. In Mechanics, function $L$ is called the Lagrangian; functional $\mathcal{J}$ is called the Action. If $x$ gives a (local) minimum (or maximum) to $\mathcal{J}$ on $\mathcal{D}$, then

$$
\frac{d}{d t} \partial_{3} L\left(t, x(t), x^{\prime}(t)\right)=\partial_{2} L\left(t, x(t), x^{\prime}(t)\right)
$$

holds for all $t \in[a, b]$, where we are using the notation $\partial_{i} F$ for the partial derivative of a function $F$ with respect to its $i$ th argument. This is the celebrated Euler-Lagrange equation, which is a first-order necessary optimality condition. In Mechanics, if Lagrangian $L$ does not depend explicitly on $t$, then the energy

$$
\begin{equation*}
\mathcal{E}(x):=-L\left(x, x^{\prime}\right)+\frac{\partial L}{\partial x^{\prime}}\left(x, x^{\prime}\right) \cdot x^{\prime} \tag{4}
\end{equation*}
$$

is constant along physical trajectories $x$ (that is, along the solutions of the EulerLagrange equations). Consider a particle of mass $m$, and let $x: \mathbb{R} \rightarrow \mathbb{R}^{3}$ denote the trajectory of this particle. Define the Lagrangian to be the difference between the kinetic and potential energies,

$$
L\left(t, x, x^{\prime}\right):=T(x)-V(x)=\frac{1}{2} m\left\|x^{\prime}\right\|^{2}-V(x)
$$

and the action of the trajectory from time $a$ to $b$ to be the integral

$$
\mathcal{J}(x)=\int_{a}^{b} L\left(t, x(t), x^{\prime}(t)\right) d t
$$

Hamilton's Principle of Least Action asserts that particles follow trajectories which minimize the action. Therefore, the solutions of the Euler-Lagrange equations give the physical trajectories. In this case the Euler-Lagrange equations give Newton's second law:

$$
m \frac{d^{2} x^{i}}{d t^{2}}=-\frac{\partial V}{\partial x^{i}}
$$

Let us consider the usual discretization of a function $f: t \in[a, b] \subset \mathbb{R} \mapsto f(t) \in$ $\mathbb{R}$ : denote by $h=(b-a) / N$ the step of discretization; consider the partition $t_{k}=a+k h, k=0, \ldots, N$, of $[a, b]$; let $\mathbf{F}=\left\{f_{k}:=f\left(t_{k}\right)\right\}_{k=0, \ldots, N}$; and substitute the differential operator $\frac{d}{d t}$ by $\Delta_{+}$or $\Delta_{-}$:

$$
\begin{aligned}
& \Delta_{+}(\mathbf{F})=\left\{\frac{f_{k+1}-f_{k}}{h}, 0 \leq k \leq N-1,0\right\} \\
& \Delta_{-}(\mathbf{F})=\left\{0, \frac{f_{k}-f_{k-1}}{h}, 1 \leq k \leq N\right\}
\end{aligned}
$$

The discrete version of the Euler-Lagrange equation obtained by the direct embedding is

$$
\begin{equation*}
\frac{x_{k+2}-2 x_{k+1}+x_{k}}{h^{2}} m+\frac{\partial V}{\partial x}\left(x_{k}\right)=0, \quad k=0, \ldots, N-2 \tag{5}
\end{equation*}
$$

where $N=\frac{b-a}{h}$ and $x_{k}=x(a+k h)$. This numerical scheme is of order one: we make an error of order $h$ at each step, which is of course not good. We can do better by considering the variational structure of the problem. All Lagrangian systems possess a variational structure, i.e., their solutions correspond to critical points of a functional and this characterization does not depend on the system coordinates. This induces strong constraints on solutions. For the example we are considering, which is autonomous, the conservation of energy asserts that

$$
\mathcal{E}(x)=T(x)+V(x)=\text { const }
$$

Using such conservation law we can easily improve the numerical scheme (5) into a new one with an error of order $h^{2}$ at each step, which is of course better. Unfortunately, in real systems friction corrupts conservation of energy, and the usefulness of variational principles is lost: "forces of a frictional nature are outside the realm of variational principles". For conservative systems, variational methods are equivalent to the original method used by Newton. However, while Newton's equations allow nonconservative forces, the later techniques of Lagrangian and Hamiltonian mechanics have no direct way to dealing with them. Let us recall the classical problem of linear friction:

$$
\begin{equation*}
m \frac{d^{2} x}{d t^{2}}+\gamma \frac{d x}{d t}-\frac{\partial V}{\partial x}=0, \quad \gamma>0 \tag{6}
\end{equation*}
$$

In 1931, Bauer proved that it is impossible to use a variational principle to derive a single linear dissipative equation of motion with constant coefficients like (6). Bauer's theorem expresses the well-known belief that there is no direct method of applying variational principles to nonconservative systems, which are characterized by friction or other dissipative processes. Fractional derivatives provide an elegant solution to the problem. Indeed, the proof of Bauer's theorem relies on the tacit assumption that all derivatives are of integer order. If a Lagrangian is constructed using fractional (noninteger order) derivatives, then
the resulting equation of motion can be nonconservative! This was first proved by F. Riewe in 1996/97 [27, 28], marking the beginning of the Fractional Calculus of Variations (FCV). Because most processes observed in the physical world are nonconservative, FCV constitutes an important research area, allowing to apply the power of variational methods to real systems. The first book on the subject is [14], which provides a gentle introduction to the FCV. The model problem considered in [14] is to find an admissible function giving a minimum value to an integral functional that depends on an unknown function (or functions), of one or several variables, and its fractional derivatives and/or fractional integrals. Here we explain how the main results presented in [14] can be extended by considering generalized fractional operators [16].

The text is organized as follows. Section 2 recalls the definitions of generalized fractional operators, for functions of one (Section 2.1) and several variables (Section 2.2). Main results are then given in Section 3. Section 3.1 considers the one-dimensional fundamental problem of the calculus of variations with generalized fractional operators, providing an appropriate Euler-Lagrange equation. Next, in Section 3.2, we study variational problems with free end points and, besides Euler-Lagrange equations, we prove the so called natural boundary conditions (transversality conditions). As particular cases, we obtain natural boundary conditions for problems with standard fractional operators (1)-(3). Section 3.3 is devoted to generalized fractional isoperimetric problems. We aim to find functions that minimize an integral functional subject to given boundary conditions and isoperimetric constraints. We prove necessary optimality conditions and, as corollaries, we obtain Euler-Lagrange equations for isoperimetric problems with standard fractional operators (1)-(3). Furthermore, we illustrate our results through an example. In Section 3.4, we prove a generalized fractional counterpart of Noether's theorem. Assuming invariance of the functional, we prove that any extremal must satisfy a certain generalized fractional equation. Finally, in Section 3.5 we study multidimensional fractional variational problems with generalized partial operators. We end with Section 4 of conclusions.

## 2. Preliminaries

This section presents definitions of generalized fractional operators. In special cases, these operators simplify to the classical Riemann-Liouville fractional integrals (1), and Riemann-Liouville (2) and Caputo fractional derivatives (3).

### 2.1. Generalized Fractional Operators

Let us define the following triangle:

$$
\Delta:=\left\{(t, \tau) \in \mathbb{R}^{2}: a \leq \tau<t \leq b\right\}
$$

Definition 2.1. Let us consider a function $k: \Delta \rightarrow \mathbb{R}$. For any function $f:$
$(a, b) \rightarrow \mathbb{R}$, the generalized fractional integral operator $K_{P}$ is defined for almost all $t \in(a, b)$ by

$$
K_{P}[f](t)=\lambda \int_{a}^{t} k(t, \tau) f(\tau) d \tau+\mu \int_{t}^{b} k(\tau, t) f(\tau) d \tau
$$

with $P=\langle a, t, b, \lambda, \mu\rangle, \lambda, \mu \in \mathbb{R}$.
In particular, for suitably chosen kernels $k(t, \tau)$ and sets $P$, kernel operators $K_{P}$ reduce to the classical or variable order fractional integrals of RiemannLiouville type, and classical fractional integrals of Hadamard type.

Example 2.2.
(i) Let $k(t, \tau)=\frac{1}{\Gamma(\alpha)}(t-\tau)^{\alpha-1}$ and $0<\alpha<1$. If $P=\langle a, t, b, 1,0\rangle$, then

$$
K_{P}[f](t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(t-\tau)^{\alpha-1} f(\tau) d \tau=:{ }_{a} I_{t}^{\alpha}[f](t)
$$

gives the left Riemann-Liouville fractional integral of order $\alpha$. Now let $P=\langle a, t, b, 0,1\rangle$. Then,

$$
K_{P}[f](t)=\frac{1}{\Gamma(\alpha)} \int_{t}^{b}(\tau-t)^{\alpha-1} f(\tau) d \tau=:{ }_{t} I_{b}^{\alpha}[f](t)
$$

is the right Riemann-Liouville fractional integral of order $\alpha$.
(ii) For $k(t, \tau)=\frac{1}{\Gamma(\alpha(t, \tau))}(t-\tau)^{\alpha(t, \tau)-1}$ and $P=\langle a, t, b, 1,0\rangle$,

$$
K_{P}[f](t)=\int_{a}^{t} \frac{1}{\Gamma(\alpha(t, \tau)}(t-\tau)^{\alpha(t, \tau)-1} f(\tau) d \tau=:{ }_{a} I_{t}^{\alpha(\cdot, \cdot)}[f](t)
$$

is the left Riemann-Liouville fractional integral of variable order $\alpha(\cdot, \cdot)$, and for $P=\langle a, t, b, 0,1\rangle$

$$
K_{P}[f](t)=\int_{t}^{b} \frac{1}{\Gamma(\alpha(\tau, t))}(\tau-t)^{\alpha(\tau, t)-1} f(\tau) d \tau=:_{t} I_{b}^{\alpha(\cdot, \cdot)}[f](t)
$$

is the right Riemann-Liouville fractional integral of variable order $\alpha(\cdot, \cdot)$.
(iii) If $0<\alpha<1$, kernel $k(t, \tau)=\frac{1}{\Gamma(\alpha)}\left(\log \frac{t}{\tau}\right)^{\alpha-1} \frac{1}{\tau}$ and $P=\langle a, t, b, 1,0\rangle$, then the general operator $K_{P}$ reduces to the left Hadamard fractional integral:

$$
K_{P}[f](t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}\left(\log \frac{t}{\tau}\right)^{\alpha-1} \frac{f(\tau) d \tau}{\tau}=:{ }_{a} J_{t}^{\alpha}[f](t)
$$

while for $P=\langle a, t, b, 0,1\rangle$ operator $K_{P}$ reduces to the right Hadamard fractional integral:

$$
K_{P}[f](t)=\frac{1}{\Gamma(\alpha)} \int_{t}^{b}\left(\log \frac{\tau}{t}\right)^{\alpha-1} \frac{f(\tau) d \tau}{t}=:{ }_{t} J_{b}^{\alpha}[f](t)
$$

(iv) Generalized fractional integrals can be also reduced to other fractional operators, e.g., Riesz, Katugampola or Kilbas operators. Their definitions can be found in $[8,9,10]$.

The generalized differential operators $A_{P}$ and $B_{P}$ are defined with the help of operator $K_{P}$.

Definition 2.3. The generalized fractional derivative of Riemann-Liouville type, denoted by $A_{P}$, is defined by

$$
A_{P}=\frac{d}{d t} \circ K_{P}
$$

The next differential operator is obtained by interchanging the order of the operators in the composition that defines $A_{P}$.

Definition 2.4. The general kernel differential operator of Caputo type, denoted by $B_{P}$, is given by

$$
B_{P}=K_{P} \circ \frac{d}{d t}
$$

Example 2.5. The standard Riemann-Liouville (2) and Caputo (3) fractional derivatives (see, e.g., $[10,11])$ are easily obtained from the general kernel operators $A_{P}$ and $B_{P}$, respectively. Let $k(t, \tau)=\frac{1}{\Gamma(1-\alpha)}(t-\tau)^{-\alpha}, \alpha \in(0,1)$. If $P=\langle a, t, b, 1,0\rangle$, then

$$
A_{P}[f](t)=\frac{1}{\Gamma(1-\alpha)} \frac{d}{d t} \int_{a}^{t}(t-\tau)^{-\alpha} f(\tau) d \tau=:{ }_{a} D_{t}^{\alpha}[f](t)
$$

is the standard left Riemann-Liouville fractional derivative of order $\alpha$, while

$$
B_{P}[f](t)=\frac{1}{\Gamma(1-\alpha)} \int_{a}^{t}(t-\tau)^{-\alpha} f^{\prime}(\tau) d \tau=:{ }_{a}^{C} D_{t}^{\alpha}[f](t)
$$

is the standard left Caputo fractional derivative of order $\alpha$; if $P=\langle a, t, b, 0,1\rangle$, then

$$
-A_{P}[f](t)=-\frac{1}{\Gamma(1-\alpha)} \frac{d}{d t} \int_{t}^{b}(\tau-t)^{-\alpha} f(\tau) d \tau=:{ }_{t} D_{b}^{\alpha}[f](t)
$$

is the standard right Riemann-Liouville fractional derivative of order $\alpha$, while

$$
-B_{P}[f](t)=-\frac{1}{\Gamma(1-\alpha)} \int_{t}^{b}(\tau-t)^{-\alpha} f^{\prime}(\tau) d \tau=:_{t}^{C} D_{b}^{\alpha}[f](t)
$$

is the standard right Caputo fractional derivative of order $\alpha$.

### 2.2. Generalized Partial Fractional Operators

In this section, we introduce notions of generalized partial fractional integrals and derivatives, in a multidimensional finite domain. They are natural generalizations of the corresponding fractional operators in the single variable case. Furthermore, similarly as in the integer order case, computation of partial fractional derivatives and integrals is reduced to the computation of one-variable fractional operators. Along the work, for $i=1, \ldots, n$, let $a_{i}, b_{i}$ and $\alpha_{i}$ be numbers in $\mathbb{R}$ and $t=\left(t_{1}, \ldots, t_{n}\right)$ be such that $t \in \Omega_{n}$, where $\Omega_{n}=\left(a_{1}, b_{1}\right) \times \cdots \times\left(a_{n}, b_{n}\right)$ is a subset of $\mathbb{R}^{n}$. Moreover, let us define the following sets:

$$
\Delta_{i}:=\left\{\left(t_{i}, \tau\right) \in \mathbb{R}^{2}: a_{i} \leq \tau<t_{i} \leq b_{i}\right\}, i=1 \ldots, n .
$$

Let us assume that $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ and $\mu=\left(\mu_{1}, \ldots, \mu_{n}\right)$ are in $\mathbb{R}^{n}$. We shall present definitions of generalized partial fractional integrals and derivatives. Let $k_{i}: \Delta_{i} \rightarrow \mathbb{R}, i=1 \ldots, n$, and $t \in \Omega_{n}$.

Definition 2.6. For any function $f: \Omega_{n} \rightarrow \mathbb{R}$, the generalized partial integral $K_{P_{i}}$ is defined, for almost all $t_{i} \in\left(a_{i}, b_{i}\right)$, by

$$
\begin{aligned}
K_{P_{i}}[f](t):= & \lambda_{i} \int_{a_{i}}^{t_{i}} k_{i}\left(t_{i}, \tau\right) f\left(t_{1}, \ldots, t_{i-1}, \tau, t_{i+1}, \ldots, t_{n}\right) d \tau \\
& +\mu_{i} \int_{t_{i}}^{b_{i}} k_{i}\left(\tau, t_{i}\right) f\left(t_{1}, \ldots, t_{i-1}, \tau, t_{i+1}, \ldots, t_{n}\right) d \tau
\end{aligned}
$$

where $P_{i}=\left\langle a_{i}, t_{i}, b_{i}, \lambda_{i}, \mu_{i}\right\rangle$.

Definition 2.7. The generalized partial fractional derivative of Riemann-Liouville type with respect to the $i$ th variable $t_{i}$ is given by

$$
A_{P_{i}}:=\frac{\partial}{\partial t_{i}} \circ K_{P_{i}} .
$$

Definition 2.8. The generalized partial fractional derivative of Caputo type with respect to the $i$ th variable $t_{i}$ is given by

$$
B_{P_{i}}:=K_{P_{i}} \circ \frac{\partial}{\partial t_{i}}
$$

Example 2.9. Similarly as in the one-dimensional case, partial operators $K, A$ and $B$ reduce to the standard partial fractional integrals and derivatives. The left- or right-sided Riemann-Liouville partial fractional integral with respect to the $i$ th variable $t_{i}$ is obtained by choosing the kernel $k_{i}\left(t_{i}, \tau\right)=\frac{1}{\Gamma\left(\alpha_{i}\right)}\left(t_{i}-\tau\right)^{\alpha_{i}-1}$ :

$$
K_{P_{i}}[f](t)=\frac{1}{\Gamma\left(\alpha_{i}\right)} \int_{a_{i}}^{t_{i}}\left(t_{i}-\tau\right)^{\alpha_{i}-1} f\left(t_{1}, \ldots, t_{i-1}, \tau, t_{i+1}, \ldots, t_{n}\right) d \tau={ }_{a_{i}} I_{t_{i}}^{\alpha_{i}}[f](t)
$$

for $P_{i}=\left\langle a_{i}, t_{i}, b_{i}, 1,0\right\rangle$, and

$$
K_{P_{i}}[f](t)=\frac{1}{\Gamma\left(\alpha_{i}\right)} \int_{t_{i}}^{b_{i}}\left(\tau-t_{i}\right)^{\alpha_{i}-1} f\left(t_{1}, \ldots, t_{i-1}, \tau, t_{i+1}, \ldots, t_{n}\right) d \tau=:_{t_{i}} I_{b_{i}}^{\alpha_{i}}[f](t)
$$

for $P_{i}=\left\langle a_{i}, t_{i}, b_{i}, 0,1\right\rangle$. The standard left- and right-sided Riemann-Liouville and Caputo partial fractional derivatives with respect to $i$ th variable $t_{i}$ are obtained by choosing $k_{i}\left(t_{i}, \tau\right)=\frac{1}{\Gamma\left(1-\alpha_{i}\right)}\left(t_{i}-\tau\right)^{-\alpha_{i}}$. If $P_{i}=\left\langle a_{i}, t_{i}, b_{i}, 1,0\right\rangle$, then

$$
\begin{aligned}
A_{P_{i}}[f](t) & =\frac{1}{\Gamma\left(1-\alpha_{i}\right)} \frac{\partial}{\partial t_{i}} \int_{a_{i}}^{t_{i}}\left(t_{i}-\tau\right)^{-\alpha_{i}} f\left(t_{1}, \ldots, t_{i-1}, \tau, t_{i+1}, \ldots, t_{n}\right) d \tau \\
& =:{ }_{a_{i}} D_{t_{i}}^{\alpha_{i}}[f](t), \\
B_{P_{i}}[f](t) & =\frac{1}{\Gamma\left(1-\alpha_{i}\right)} \int_{a_{i}}^{t_{i}}\left(t_{i}-\tau\right)^{-\alpha_{i}} \frac{\partial}{\partial \tau} f\left(t_{1}, \ldots, t_{i-1}, \tau, t_{i+1}, \ldots, t_{n}\right) d \tau \\
& =:{ }_{a_{i}}^{C} D_{t_{i}}^{\alpha_{i}}[f](t) .
\end{aligned}
$$

If $P_{i}=\left\langle a_{i}, t_{i}, b_{i}, 0,1\right\rangle$, then

$$
\begin{aligned}
-A_{P_{i}}[f](t) & =\frac{-1}{\Gamma\left(1-\alpha_{i}\right)} \frac{\partial}{\partial t_{i}} \int_{t_{i}}^{b_{i}}\left(\tau-t_{i}\right)^{-\alpha_{i}} f\left(t_{1}, \ldots, t_{i-1}, \tau, t_{i+1}, \ldots, t_{n}\right) d \tau \\
& =: t_{t_{i}} D_{b_{i}}^{\alpha_{i}}[f](t), \\
-B_{P_{i}}[f](t) & =\frac{-1}{\Gamma\left(1-\alpha_{i}\right)} \int_{t_{i}}^{b_{i}}\left(\tau-t_{i}\right)^{-\alpha_{i}} \frac{\partial}{\partial \tau} f\left(t_{1}, \ldots, t_{i-1}, \tau, t_{i+1}, \ldots, t_{n}\right) d \tau \\
& =:_{t_{i}}^{C} D_{b_{i}}^{\alpha_{i}}[f](t) .
\end{aligned}
$$

Moreover, one can easily check that variable order partial fractional integrals and derivatives are also particular cases of operators $K_{P_{i}}, A_{P_{i}}$ and $B_{P_{i}}$. Definitions of variable order partial fractional operators can be found in [17].

## 3. The General Fractional Calculus of Variations

Fractional Variational Calculus (FVC) was first introduced in 1996, by Fred Riewe [27], and the reason is well explained by Lanczos, who wrote: "Forces of a frictional nature are outside the realm of variational principles". The idea of FVC is to unify the calculus of variations and the fractional calculus by inserting fractional derivatives (and/or integrals) into the variational functionals. With less than twenty years of existence, FVC was developed through several different approaches - results include problems depending on Caputo fractional derivatives, Riemann-Liouville fractional derivatives, Riesz fractional derivatives, Hadamard fractional derivatives, and variable order fractional derivatives [14]. The Generalized Fractional Calculus of Variations (GFCV) concerns operators depending on general kernels, unifying different perspectives to the FVC. As particular cases, such operators reduce to the standard fractional integrals and derivatives (see, e.g., $[2,12,19,20,21,22,23]$ ). Before presenting the GFCV, we define the concept of minimizer. Let $(X,\|\cdot\|)$ be a normed linear space and $\mathcal{I}$ be a functional defined on a nonempty subset $\mathcal{A}$ of $X$. Moreover, let us introduce the following set: if $\bar{y} \in \mathcal{A}$ and $\delta>0$, then

$$
\mathcal{N}_{\delta}(\bar{y}):=\{y \in \mathcal{A}:\|y-\bar{y}\|<\delta\}
$$

is called a neighborhood of $\bar{y}$ in $\mathcal{A}$.
Definition 3.1. Function $\bar{y} \in \mathcal{A}$ is called a minimizer of $\mathcal{I}$ if there exists a neighborhood $\mathcal{N}_{\delta}(\bar{y})$ of $\bar{y}$ such that $\mathcal{I}(\bar{y}) \leq \mathcal{I}(y)$ for all $y \in \mathcal{N}_{\delta}(\bar{y})$.

Note that any function $y \in \mathcal{N}_{\delta}(\bar{y})$ can be represented, in a convenient way, as a perturbation of $\bar{y}$. Precisely,

$$
\forall y \in \mathcal{N}_{\delta}(\bar{y}), \quad \exists \eta \in \mathcal{A}_{0}, \quad y=\bar{y}+h \eta, \quad|h| \leq \varepsilon
$$

where $0<\varepsilon<\frac{\delta}{\|\eta\|}$ and $\mathcal{A}_{0}$ is a suitable set of functions $\eta$ such that

$$
\mathcal{A}_{0}=\{\eta \in X: \bar{y}+h \eta \in \mathcal{A}, \quad|h| \leq \varepsilon\} .
$$

### 3.1. Fundamental Problem

For $P=\langle a, t, b, \lambda, \mu\rangle$, let us consider the following functional:

$$
\begin{align*}
\mathcal{I}: \mathcal{A}\left(y_{a}, y_{b}\right) & \longrightarrow \mathbb{R}  \tag{7}\\
y & \longmapsto \int_{a}^{b} F\left(y(t), K_{P}[y](t), \dot{y}(t), B_{P}[y](t), t\right) d t,
\end{align*}
$$

where

$$
\begin{aligned}
\mathcal{A}\left(y_{a}, y_{b}\right):= & \left\{y \in C^{1}([a, b] ; \mathbb{R}): y(a)=y_{a}, y(b)=y_{b},\right. \\
& \text { and } \left.K_{P}[y], B_{P}[y] \in C([a, b] ; \mathbb{R})\right\},
\end{aligned}
$$

$\dot{y}$ denotes the classical derivative of $y, K_{P}$ is the generalized fractional integral operator with kernel belonging to $L^{q}(\Delta ; \mathbb{R}), B_{P}=K_{P} \circ \frac{d}{d t}$, and $F$ is the Lagrangian function

$$
\begin{aligned}
& F: \mathbb{R}^{4} \times[a, b] \\
&\left(x_{1}, x_{2}, x_{3}, x_{4}, t\right) \longmapsto \mathbb{R} \\
& \longmapsto F\left(x_{1}, x_{2}, x_{3}, x_{4}, t\right)
\end{aligned}
$$

of class $C^{1}$. Moreover, we assume that
(i) $K_{P^{*}}\left[\tau \mapsto \partial_{2} F\left(y(\tau), K_{P}[y](\tau), \dot{y}(\tau), B_{P}[y](\tau), \tau\right)\right] \in C([a, b] ; \mathbb{R})$,
(ii) $t \mapsto \partial_{3} F\left(y(t), K_{P}[y](t), \dot{y}(t), B_{P}[y](t), t\right) \in C^{1}([a, b] ; \mathbb{R})$,
(iii) $K_{P^{*}}\left[\tau \mapsto \partial_{4} F\left(y(\tau), K_{P}[y](\tau), \dot{y}(\tau), B_{P}[y](\tau), \tau\right)\right] \in C^{1}([a, b] ; \mathbb{R})$,
where $P^{*}$ is the dual set of $P$, that is, $P^{*}=\langle a, t, b, \mu, \lambda\rangle$.
The next result gives a necessary optimality condition of Euler-Lagrange type for the problem of finding a function minimizing functional (7).

Theorem 3.2. [19] Let $\bar{y} \in \mathcal{A}\left(y_{a}, y_{b}\right)$ be a minimizer of functional (7). Then, $\bar{y}$ satisfies the following Euler-Lagrange equation:

$$
\begin{align*}
& \frac{d}{d t}\left[\partial_{3} F\left(\star_{\bar{y}}\right)(t)\right]+A_{P^{*}}\left[\tau \mapsto \partial_{4} F\left(\star_{\bar{y}}\right)(\tau)\right](t) \\
= & \partial_{1} F\left(\star_{\bar{y}}\right)(t)+K_{P^{*}}\left[\tau \mapsto \partial_{2} F\left(\star_{\bar{y}}\right)(\tau)\right](t), \tag{8}
\end{align*}
$$

where $\left(\star_{\bar{y}}\right)(t)=\left(\bar{y}(t), K_{P}[\bar{y}](t), \dot{\bar{y}}(t), B_{P}[\bar{y}](t), t\right), t \in(a, b)$.
From now on, in order to simplify the notation, for $T$ and $S$ being fractional operators, we write shortly

$$
T\left[\partial_{i} F(y(\tau), T[y](\tau), \dot{y}(\tau), S[y](\tau), \tau)\right]
$$

instead of

$$
T\left[\tau \mapsto \partial_{i} F(y(\tau), T[y](\tau), \dot{y}(\tau), S[y](\tau), \tau)\right],
$$

$i=1, \ldots, 5$.
Example 3.3. [19] Let $P=\langle 0, t, 1,1,0\rangle$. Consider the problem of minimizing

$$
\mathcal{I}(y)=\int_{0}^{1}\left(K_{P}[y](t)+t\right)^{2} d t
$$

subject to given boundary conditions

$$
y(0)=-1 \text { and } y(1)=-1-\int_{0}^{1} u(1-\tau) d \tau
$$

where the kernel $k$ of $K_{P}$ is such that $k(t, \tau)=h(t-\tau)$ with $h \in C^{1}([0,1] ; \mathbb{R})$ and $h(0)=1$. Here the resolvent $u$ is related to the kernel $h$ by

$$
u(t)=\mathcal{L}^{-1}\left[\frac{1}{s \tilde{h}(s)}-1\right](t), \quad \tilde{h}(s)=\mathcal{L}[h](s)
$$

where $\mathcal{L}$ and $\mathcal{L}^{-1}$ are the direct and the inverse Laplace operators, respectively. We apply Theorem 3.2 with Lagrangian $F$ given by

$$
F\left(x_{1}, x_{2}, x_{3}, x_{4}, t\right)=\left(x_{2}+t\right)^{2}
$$

Because

$$
y(t)=-1-\int_{0}^{t} u(t-\tau) d \tau
$$

is the solution to the Volterra integral equation

$$
K_{P}[y](t)+t=0
$$

of the first kind (see, e.g., [26, Eq. 16, p. 114]), it satisfies our generalized EulerLagrange equation (8), that is,

$$
K_{P^{*}}\left[K_{P}[y](\tau)+\tau\right](t)=0, \quad t \in(a, b)
$$

In particular, for kernel $h(t-\tau)=e^{-(t-\tau)}$ and boundary conditions $y(0)=-1$ and $y(1)=-2$, the solution is $y(t)=-1-t$.

Corollary 3.4. Let $0<\alpha<\frac{1}{q}$ and let $\bar{y} \in C^{1}([a, b] ; \mathbb{R})$ be a solution to the problem of minimizing the functional

$$
\mathcal{I}(y)=\int_{a}^{b} F\left(y(t),{ }_{a} I_{t}^{1-\alpha}[y](t), \dot{y}(t),{ }_{a}^{C} D_{t}^{\alpha}[y](t), t\right) d t
$$

subject to the boundary conditions $y(a)=y_{a}$ and $y(b)=y_{b}$, where
(i) $F \in C^{1}\left(\mathbb{R}^{4} \times[a, b] ; \mathbb{R}\right)$,
(ii) functions $t \mapsto \partial_{1} F\left(y(t),{ }_{a} I_{t}^{1-\alpha}[y](t), \dot{y}(t),{ }_{a}^{C} D_{t}^{\alpha}[y](t), t\right)$ and

$$
{ }_{t} I_{b}^{1-\alpha}\left[\partial_{2} F\left(y(\tau),{ }_{a} I_{\tau}^{1-\alpha}[y](\tau), \dot{y}(\tau),{ }_{a}^{C} D_{\tau}^{\alpha}[y](\tau), \tau\right)\right]
$$

are continuous on $[a, b]$,
(iii) functions $t \mapsto \partial_{3} F\left(y(t),{ }_{a} I_{t}^{1-\alpha}[y](t), \dot{y}(t),{ }_{a}^{C} D_{t}^{\alpha}[y](t), t\right)$ and

$$
{ }_{t} I_{b}^{1-\alpha}\left[\partial_{4} F\left(y(\tau),{ }_{a} I_{\tau}^{1-\alpha}[y](\tau), \dot{y}(\tau),{ }_{a}^{C} D_{\tau}^{\alpha}[y](\tau), \tau\right)\right]
$$

are continuously differentiable on $[a, b]$.

Then, the Euler-Lagrange equation

$$
\begin{aligned}
& \frac{d}{d t}\left(\partial_{3} F\left(\bar{y}(t),{ }_{a} I_{t}^{1-\alpha}[\bar{y}](t), \dot{\bar{y}}(t),{ }_{a}^{C} D_{t}^{\alpha}[\bar{y}](t), t\right)\right) \\
& -{ }_{t} D_{b}^{\alpha}\left[\partial_{4} F\left(\bar{y}(\tau),{ }_{a} I_{\tau}^{1-\alpha}[\bar{y}](\tau), \dot{\bar{y}}(\tau),{ }_{a}^{C} D_{\tau}^{\alpha}[\bar{y}](\tau), \tau\right)\right](t) \\
= & \partial_{1} F\left(\bar{y}(t),{ }_{a} I_{t}^{1-\alpha}[\bar{y}](t), \dot{\bar{y}}(t),{ }_{a}^{C} D_{t}^{\alpha}[\bar{y}](t), t\right) \\
& +{ }_{t} I_{b}^{\alpha}\left[\partial_{2} F\left(\bar{y}(\tau),{ }_{a} I_{\tau}^{1-\alpha}[\bar{y}](\tau), \dot{\bar{y}}(\tau),{ }_{a}^{C} D_{\tau}^{\alpha}[\bar{y}](\tau), \tau\right)\right](t)
\end{aligned}
$$

holds for $t \in(a, b)$.

### 3.2. Free Initial Boundary

Let us define the set

$$
\begin{aligned}
\mathcal{A}\left(y_{b}\right):= & \left\{y \in C^{1}([a, b] ; \mathbb{R}): y(a) \text { is free, } y(b)=y_{b},\right. \\
& \text { and } \left.K_{P}[y], B_{P}[y] \in C([a, b] ; \mathbb{R})\right\},
\end{aligned}
$$

and let $\bar{y}$ be a minimizer of functional (7) on $\mathcal{A}\left(y_{b}\right)$, i.e., $\bar{y}$ minimizes

$$
\begin{align*}
\mathcal{I}: \mathcal{A}\left(y_{b}\right) & \longrightarrow \mathbb{R}  \tag{9}\\
y & \longmapsto \int_{a}^{b} F\left(y(t), K_{P}[y](t), \dot{y}(t), B_{P}[y](t), t\right) d t .
\end{align*}
$$

The next result shows that if in the generalized fractional variational problem one initial boundary is not preassigned, then a certain natural boundary condition can be determined.

Theorem 3.5. [19] If $\bar{y} \in \mathcal{A}\left(y_{b}\right)$ is a solution to the problem of minimizing functional (9) on the set $\mathcal{A}\left(y_{b}\right)$, then $\bar{y}$ satisfies the Euler-Lagrange equation (8). Moreover, the extra boundary condition

$$
\left.\partial_{3} F\left(\star_{\bar{y}}\right)(t)\right|_{a}+\left.K_{P^{*}}\left[\partial_{4} F\left(\star_{\bar{y}}\right)(\tau)\right](t)\right|_{a}=0
$$

holds with $\left(\star_{\bar{y}}\right)(t)=\left(\bar{y}(t), K_{P}[\bar{y}](t), \dot{\bar{y}}(t), B_{P}[\bar{y}](t), t\right)$.
Corollary 3.6. [1] Let $0<\alpha<\frac{1}{q}$ and $\mathcal{I}$ be the functional given by

$$
\mathcal{I}(y)=\int_{a}^{b} F\left(y(t),{ }_{a}^{C} D_{t}^{\alpha}[y](t), t\right) d t,
$$

where $F \in C^{1}\left(\mathbb{R}^{2} \times[a, b] ; \mathbb{R}\right)$ and ${ }_{a} I_{t}^{1-\alpha}\left[\partial_{2} F\left(y(\tau),{ }_{a}^{C} D_{\tau}^{\alpha}[y](\tau), \tau\right)\right]$ is continuously differentiable on $[a, b]$. If $\bar{y} \in C^{1}([a, b] ; \mathbb{R})$ is a minimizer of $\mathcal{I}$ among
all functions satisfying the boundary condition $y(b)=y_{b}$, then $\bar{y}$ satisfies the Euler-Lagrange equation

$$
\partial_{1} F\left(\bar{y}(t),{ }_{a}^{C} D_{t}^{\alpha}[\bar{y}](t), t\right)+{ }_{t} D_{b}^{\alpha}\left[\partial_{2} F\left(\bar{y}(\tau),{ }_{a}^{C} D_{\tau}^{\alpha}[\bar{y}](\tau), \tau\right)\right](t)=0
$$

for all $t \in(a, b)$ and the fractional natural boundary condition

$$
\left.{ }_{t} I_{b}^{1-\alpha}\left[\partial_{2} F\left(\bar{y}(\tau),{ }_{a}^{C} D_{\tau}^{\alpha}[\bar{y}](\tau), \tau\right)\right](t)\right|_{a}=0 .
$$

### 3.3. Isoperimetric Problem

Let $P=\langle a, t, b, \lambda, \mu\rangle$. We now define the following functional:

$$
\begin{align*}
\mathcal{J}: \mathcal{A}\left(y_{a}, y_{b}\right) & \longrightarrow \mathbb{R}  \tag{10}\\
y & \longmapsto \int_{a}^{b} G\left(y(t), K_{P}[y](t), \dot{y}(t), B_{P}[y](t), t\right) d t,
\end{align*}
$$

where by $\dot{y}$ we understand the classical derivative of $y, K_{P}$ is the generalized fractional integral operator with kernel belonging to $L^{q}(\Delta ; \mathbb{R}), B_{P}=K_{P} \circ \frac{d}{d t}$, and $G$ is a Lagrangian

$$
\begin{aligned}
& G: \quad \mathbb{R}^{4} \times[a, b] \longrightarrow \mathbb{R} \\
& \left(x_{1}, x_{2}, x_{3}, x_{4}, t\right) \longmapsto G\left(x_{1}, x_{2}, x_{3}, x_{4}, t\right)
\end{aligned}
$$

of class $C^{1}$. Moreover, we assume that
(i) $K_{P^{*}}\left[\partial_{2} G\left(y(\tau), K_{P}[y](\tau), \dot{y}(\tau), B_{P}[y](\tau), \tau\right)\right] \in C([a, b] ; \mathbb{R})$,
(ii) $t \mapsto \partial_{3} G\left(y(t), K_{P}[y](t), \dot{y}(t), B_{P}[y](t), t\right) \in C^{1}([a, b] ; \mathbb{R})$,
(iii) $K_{P^{*}}\left[\partial_{4} G\left(y(\tau), K_{P}[y](\tau), \dot{y}(\tau), B_{P}[y](\tau), \tau\right)\right] \in C^{1}([a, b] ; \mathbb{R})$.

The main problem considered in this section consists to find a minimizer of functional (7) subject to the isoperimetric constraint $\mathcal{J}(y)=\xi$. In order to deal with this type of problems, in the next theorem we provide a necessary optimality condition.

Theorem 3.7. [19] Suppose that $\bar{y}$ is a minimizer of functional $\mathcal{I}$ in the class

$$
\mathcal{A}_{\xi}\left(y_{a}, y_{b}\right):=\left\{y \in \mathcal{A}\left(y_{a}, y_{b}\right): \mathcal{J}(y)=\xi\right\} .
$$

Then there exists a real constant $\lambda_{0}$ such that, for $H=F-\lambda_{0} G$, equation

$$
\begin{align*}
& \frac{d}{d t}\left[\partial_{3} H\left(\star_{\bar{y}}\right)(t)\right]+A_{P^{*}}\left[\partial_{4} H\left(\star_{\bar{y}}\right)(\tau)\right](t)  \tag{11}\\
= & \partial_{1} H\left(\star_{\bar{y}}\right)(t)+K_{P^{*}}\left[\partial_{2} H\left(\star_{\bar{y}}\right)(\tau)\right](t)
\end{align*}
$$

holds for $t \in(a, b)$, provided

$$
\begin{aligned}
& \frac{d}{d t}\left[\partial_{3} G\left(\star_{\bar{y}}\right)(t)\right]+A_{P^{*}}\left[\partial_{4} G\left(\star_{\bar{y}}\right)(\tau)\right](t) \\
\neq & \partial_{1} G\left(\star_{\bar{y}}\right)(t)+K_{P^{*}}\left[\partial_{2} G\left(\star_{\bar{y}}\right)(\tau)\right](t), t \in(a, b),
\end{aligned}
$$

where $\left(\star_{\bar{y}}\right)(t)=\left(\bar{y}(t), K_{P}[\bar{y}](t), \dot{\bar{y}}(t), B_{P}[\bar{y}](t), t\right)$.
Example 3.8. [19] Let $P=\langle 0, t, 1,1,0\rangle$. Consider the problem

$$
\begin{aligned}
\mathcal{I}(y) & =\int_{0}^{1}\left(K_{P}[y](t)+t\right)^{2} d t \longrightarrow \min \\
\mathcal{J}(y) & =\int_{0}^{1} t K_{P}[y](t) d t=\xi \\
y(0) & =\xi-1, \quad y(1)=(\xi-1)\left(1+\int_{0}^{1} u(1-\tau) d \tau\right)
\end{aligned}
$$

where the kernel $k$ is such that $k(t, \tau)=h(t-\tau)$ with $h \in C^{1}([0,1] ; \mathbb{R}), h(0)=1$ and $K_{P^{*}}[i d](t) \neq 0$ (id stands for the identity transformation, i.e., $i d(t)=t$. Here the resolvent $u$ is related to the kernel $h$ in the same way as in Example 3.3. Since $K_{P^{*}}[i d](t) \neq 0$, there is no solution to the Euler-Lagrange equation for functional $\mathcal{J}$. The augmented Lagrangian $H$ of Theorem 3.7 is given by $H\left(x_{1}, x_{2}, t\right)=\left(x_{2}+t\right)^{2}-\lambda_{0} t x_{2}$. Function

$$
y(t)=(\xi-1)\left(1+\int_{0}^{t} u(t-\tau) d \tau\right)
$$

is the solution to the Volterra integral equation $K_{P}[y](t)=(\xi-1) t$ of the first kind (see, e.g., [26, Eq. 16, p. 114]) and for $\lambda_{0}=2 \xi$ satisfies our optimality condition (11):

$$
\begin{equation*}
K_{P *}\left[2\left(K_{P}[y](\tau)+\tau\right)-2 \xi \tau\right](t)=0 \tag{12}
\end{equation*}
$$

The solution of (12) subject to the given boundary conditions depends on the particular choice for the kernel. For example, let $h(t-\tau)=e^{\alpha(t-\tau)}$. Then the solution of (12) subject to the boundary conditions $y(0)=\xi-1$ and $y(1)=$ $(\xi-1)(1-\alpha)$ is $y(t)=(\xi-1)(1-\alpha t)\left(c f .[26\right.$, p. 15] $)$. If $h^{\alpha}(t-\tau)=\cos (\alpha(t-\tau))$, then the boundary conditions are $y(0)=\xi-1$ and $y(1)=(\xi-1)\left(1+\alpha^{2} / 2\right)$, and the extremal is $y(t)=(\xi-1)\left(1+\alpha^{2} t^{2} / 2\right)($ cf. [26, p. 46]).

Borrowing different kernels from book [26], many other examples of dynamic optimization problems can be explicitly solved by application of the results of this section.

As particular cases of our generalized problem (7), (10), one obtains previously studied fractional isoperimetric problems with Caputo derivatives.

Corollary 3.9. [18] Let $\bar{y} \in C^{1}([a, b] ; \mathbb{R})$ be a minimizer to the functional

$$
\mathcal{I}(y)=\int_{a}^{b} F\left(y(t), \dot{y}(t),{ }_{a}^{C} D_{t}^{\alpha}[y](t), t\right) d t
$$

subject to an isoperimetric constraint of the form

$$
\mathcal{J}(y)=\int_{a}^{b} G\left(y(t), \dot{y}(t),{ }_{a}^{C} D_{t}^{\alpha}[y](t), t\right) d t=\xi
$$

and boundary conditions

$$
y(a)=y_{a}, \quad y(b)=y_{b}
$$

where $0<\alpha<\frac{1}{q}$ and functions $F$ and $G$ are such that
(i) $F, G \in C^{1}\left(\mathbb{R}^{3} \times[a, b] ; \mathbb{R}\right)$,
(ii) $t \mapsto \partial_{2} F\left(y(t), \dot{y}(t),{ }_{a}^{C} D_{t}^{\alpha}[y](t), t\right), t \mapsto \partial_{2} G\left(y(t), \dot{y}(t),{ }_{a}^{C} D_{t}^{\alpha}[y](t), t\right)$,

$$
{ }_{t} I_{b}^{1-\alpha}\left[\partial_{3} F\left(y(\tau), \dot{y}(\tau),{ }_{a}^{C} D_{\tau}^{\alpha}[y](\tau), \tau\right)\right]
$$

and

$$
{ }_{t} I_{b}^{1-\alpha}\left[\partial_{3} G\left(y(\tau), \dot{y}(\tau),{ }_{a}^{C} D_{\tau}^{\alpha}[y](\tau), \tau\right)\right]
$$

are continuously differentiable on $[a, b]$.
If $\bar{y}$ is such that

$$
\begin{aligned}
& \partial_{1} G\left(\bar{y}(t), \dot{\bar{y}}(t),{ }_{a}^{C} D_{t}^{\alpha}[\bar{y}](t), t\right)-\frac{d}{d t}\left(\partial_{2} G\left(\bar{y}(t), \dot{\bar{y}}(t),{ }_{a}^{C} D_{t}^{\alpha}[\bar{y}](t), t\right)\right) \\
& +{ }_{t} D_{b}^{\alpha}\left[\partial_{3} G\left(\bar{y}(\tau), \dot{\bar{y}}(\tau),{ }_{a}^{C} D_{\tau}^{\alpha}[\bar{y}](\tau), \tau\right)\right](t) \neq 0,
\end{aligned}
$$

then there exists a constant $\lambda_{0}$ such that $\bar{y}$ satisfies

$$
\begin{aligned}
& \partial_{1} H\left(\bar{y}(t), \dot{\bar{y}}(t),{ }_{a}^{C} D_{t}^{\alpha}[\bar{y}](t), t\right)-\frac{d}{d t}\left(\partial_{2} H\left(\bar{y}(t), \dot{\bar{y}}(t),{ }_{a}^{C} D_{t}^{\alpha}[\bar{y}](t), t\right)\right) \\
& +{ }_{t} D_{b}^{\alpha}\left[\partial_{3} H\left(\bar{y}(\tau), \dot{\bar{y}}(\tau),{ }_{a}^{C} D_{\tau}^{\alpha}[\bar{y}](\tau), \tau\right)\right](t)=0
\end{aligned}
$$

with $H=F-\lambda_{0} G$.
Theorem 3.7 can be easily extended to $r$ subsidiary conditions of integral type. Let $G_{k}, k=1, \ldots, r$, be Lagrangians

$$
\begin{aligned}
& G_{k}: \mathbb{R}^{4} \times[a, b] \\
&\left(x_{1}, x_{2}, x_{3}, x_{4}, t\right) \longmapsto \mathbb{R} \\
& G_{k}\left(x_{1}, x_{2}, x_{3}, x_{4}, t\right)
\end{aligned}
$$

of class $C^{1}$, and let

$$
\begin{aligned}
\mathcal{J}_{k}: \mathcal{A}\left(y_{a}, y_{b}\right) & \longrightarrow \mathbb{R} \\
y & \longmapsto \int_{a}^{b} G_{k}\left(y(t), K_{P}[y](t), \dot{y}(t), B_{P}[y](t), t\right) d t,
\end{aligned}
$$

where $\dot{y}$ denotes the classical derivative of $y, K_{P}$ the generalized fractional integral operator with a kernel belonging to $L^{q}(\Delta ; \mathbb{R})$, and $B_{P}=K_{P} \circ \frac{d}{d t}$. Moreover, we assume that
(i) $K_{P^{*}}\left[\partial_{2} G_{k}\left(y(\tau), K_{P}[y](\tau), \dot{y}(\tau), B_{P}[y](\tau), \tau\right)\right] \in C([a, b] ; \mathbb{R})$,
(ii) $t \mapsto \partial_{3} G_{k}\left(y(t), K_{P}[y](t), \dot{y}(t), B_{P}[y](t), t\right) \in C^{1}([a, b] ; \mathbb{R})$,
(iii) $K_{P^{*}}\left[\partial_{4} G_{k}\left(y(\tau), K_{P}[y](\tau), \dot{y}(\tau), B_{P}[y](\tau), \tau\right)\right] \in C^{1}([a, b] ; \mathbb{R})$.

Suppose that $\xi=\left(\xi_{1}, \ldots, \xi_{r}\right)$ and define

$$
\mathcal{A}_{\xi}\left(y_{a}, y_{b}\right):=\left\{y \in \mathcal{A}\left(y_{a}, y_{b}\right): \mathcal{J}_{k}[y]=\xi_{k}, k=1 \ldots, r\right\} .
$$

Next theorem gives necessary optimality condition for a minimizer of functional $\mathcal{I}$ subject to $r$ isoperimetric constraints.

Theorem 3.10. Let $\bar{y}$ be a minimizer of $\mathcal{I}$ in the class $\mathcal{A}_{\xi}\left(y_{a}, y_{b}\right)$. If one can find functions $\eta_{1}, \ldots, \eta_{r} \in \mathcal{A}(0,0)$ such that the matrix $A=\left(a_{k l}\right)$,

$$
\begin{aligned}
a_{k l}:= & \int_{a}^{b}\left(\partial_{1} G_{k}\left(\star_{\bar{y}}\right)(t)+K_{P^{*}}\left[\partial_{2} G_{k}\left(\star_{\bar{y}}\right)(\tau)\right](t)\right) \cdot \eta_{l}(\tau) \\
& +\left(\partial_{3} G_{k}\left(\star_{\bar{y}}\right)(t)+K_{P^{*}}\left[\partial_{4} G_{k}\left(\star_{\bar{y}}\right)(\tau)\right](t)\right) \cdot \dot{\eta}_{l}(t) d t,
\end{aligned}
$$

has rank equal to $r$, then there exist $\lambda_{1}, \ldots, \lambda_{r} \in \mathbb{R}$ such that $\bar{y}$ satisfies

$$
\begin{align*}
& \frac{d}{d t}\left[\partial_{3} H\left(\star_{\bar{y}}\right)(t)\right]+A_{P^{*}}\left[\partial_{4} H\left(\star_{\bar{y}}\right)(\tau)\right](t)  \tag{13}\\
= & \partial_{1} H\left(\star_{\bar{y}}\right)(t)+K_{P^{*}}\left[\partial_{2} H\left(\star_{\bar{y}}\right)(\tau)\right](t), \quad t \in(a, b),
\end{align*}
$$

where $\left(\star_{\bar{y}}\right)(t)=\left(\bar{y}(t), K_{P}[\bar{y}](t), \dot{y}(t), B_{P}[\bar{y}](t), t\right)$ and $H=F-\sum_{k=1}^{r} \lambda_{k} G_{k}$.
Proof. Let us define

$$
\begin{aligned}
\phi:\left[-\varepsilon_{0}, \varepsilon_{0}\right] \times \cdots \times\left[-\varepsilon_{r}, \varepsilon_{r}\right] & \longrightarrow \mathbb{R} \\
\left(h_{0}, h_{1}, \ldots, h_{r}\right) & \longmapsto \mathcal{I}\left(\bar{y}+h_{0} \eta_{0}+h_{1} \eta_{1}+\cdots+h_{r} \eta_{r}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\psi_{k}:\left[-\varepsilon_{0}, \varepsilon_{0}\right] \times \cdots \times\left[-\varepsilon_{r}, \varepsilon_{r}\right] & \longrightarrow \mathbb{R} \\
\left(h_{0}, h_{1}, \ldots, h_{r}\right) & \longmapsto \mathcal{J}_{k}\left(\bar{y}+h_{0} \eta_{0}+h_{1} \eta_{1}+\cdots+h_{r} \eta_{r}\right)-\xi_{k} .
\end{aligned}
$$

Observe that $\phi$ and $\psi_{k}$ are functions of class $C^{1}\left(\left[-\varepsilon_{0}, \varepsilon_{0}\right] \times \cdots \times\left[-\varepsilon_{r}, \varepsilon_{r}\right] ; \mathbb{R}\right)$, $A=\left(\left.\frac{\partial \psi_{k}}{\partial h_{l}}\right|_{0}\right)$ and that $\psi_{k}(0,0, \ldots, 0)=0$. Moreover, because $\bar{y}$ is a minimizer of functional $\mathcal{I}$, we have

$$
\phi(0, \ldots, 0) \leq \phi\left(h_{0}, h_{1}, \ldots, h_{r}\right)
$$

From the classical multiplier theorem, there exist $\lambda_{1}, \ldots, \lambda_{r} \in \mathbb{R}$ such that

$$
\begin{equation*}
\nabla \phi_{l}(0, \ldots, 0)+\sum_{k=1}^{r} \lambda_{k} \nabla \psi_{k}(0, \ldots, 0)=0 \tag{14}
\end{equation*}
$$

From (14) we can compute $\lambda_{1}, \ldots, \lambda_{r}$, independently of the choice of $\eta_{0} \in \mathcal{A}(0,0)$. Finally, we arrive to (13) by the fundamental lemma of the calculus of variations.

### 3.4. Noether's Theorem

Emmy Noether's classical work [15] from 1918 states that a conservation law in variational mechanics follow whenever the Lagrangian function is invariant under a one-parameter continuous group of transformations, that transform dependent and/or independent variables. For instance, conservation of energy (4) follows from invariance of the Lagrangian with respect to time-translations. Noether's theorem not only unifies conservation laws but also suggests a way to discover new ones. In this section we consider variational problems that depend on generalized fractional integrals and derivatives. Following the methods used in $[4,5,7]$, we apply Euler-Lagrange equations to formulate a generalized fractional version of Noether's theorem without transformation of time. We start by introducing the notions of generalized fractional extremal and one-parameter family of infinitesimal transformations.

Definition 3.11. A function $y \in C^{1}([a, b] ; \mathbb{R})$ with $K_{P}[y]$ and $B_{P}[y]$ in $C([a, b] ; \mathbb{R})$ that is a solution to equation (8) is said to be a generalized fractional extremal.

We consider a one-parameter family of transformations of the form $\hat{y}(t)=$ $\phi(\theta, t, y(t))$, where $\phi$ is a map

$$
\begin{aligned}
\phi:[-\varepsilon, \varepsilon] \times[a, b] \times \mathbb{R} & \longrightarrow \mathbb{R} \\
(\theta, t, x) & \longmapsto \phi(\theta, t, x)
\end{aligned}
$$

of class $C^{2}$ such that $\phi(0, t, x)=x$. Note that, using Taylor's expansion of $\phi(\theta, t, y(t))$ in a neighborhood of 0 , one has

$$
\hat{y}(t)=\phi(0, t, y(t))+\theta \frac{\partial}{\partial \theta} \phi(0, t, y(t))+o(\theta)
$$

provided $\theta \in[-\varepsilon, \varepsilon]$. Moreover, having in mind that $\phi(0, t, y(t))=y(t)$ and denoting $\xi(t, y(t))=\frac{\partial}{\partial \theta} \phi(0, t, y(t))$, one has

$$
\begin{equation*}
\hat{y}(t)=y(t)+\theta \xi(t, y(t))+o(\theta) \tag{15}
\end{equation*}
$$

so that the linear approximation to the transformation is

$$
\hat{y}(t) \approx y(t)+\theta \xi(t, y(t))
$$

for $\theta \in[-\varepsilon, \varepsilon]$. Now, let us introduce the notion of invariance.
Definition 3.12. We say that a Lagrangian $F$ is invariant under the oneparameter family of infinitesimal transformations (15), where $\xi$ is such that $t \mapsto \xi(t, y(t)) \in C^{1}([a, b] ; \mathbb{R})$ with $K_{P}[\tau \mapsto \xi(\tau, y(\tau))], B_{P}[\tau \mapsto \xi(\tau, y(\tau))] \in$ $C([a, b] ; \mathbb{R})$, if

$$
\begin{equation*}
F\left(y(t), K_{P}[y](t), \dot{y}(t), B_{P}[y](t), t\right)=F\left(\hat{y}(t), K_{P}[\hat{y}](t), \dot{\hat{y}}(t), B_{P}[\hat{y}](t), t\right) \tag{16}
\end{equation*}
$$

for all $\theta \in[-\varepsilon, \varepsilon]$ and all $y \in C^{1}([a, b] ; \mathbb{R})$ with $K_{P}[y], B_{P}[y] \in C([a, b] ; \mathbb{R})$.
In order to state Noether's theorem in a compact form, we introduce the following two bilinear operators:

$$
\begin{align*}
\mathbf{D}[f, g] & :=f \cdot A_{P^{*}}[g]+g \cdot B_{P}[f],  \tag{17}\\
\mathbf{I}[f, g] & :=-f \cdot K_{P^{*}}[g]+g \cdot K_{P}[f] . \tag{18}
\end{align*}
$$

Theorem 3.13. (Generalized Fractional Noether's Theorem) Let $F$ be invariant under the one-parameter family of infinitesimal transformations (15). Then, for every generalized fractional extremal $y$, the following equality holds:

$$
\begin{align*}
& \frac{d}{d t}\left(\xi(t, y(t)) \cdot \partial_{3} F\left(\star_{y}\right)(t)\right)+\mathbf{D}\left[\xi(t, y(t)), \partial_{4} F\left(\star_{y}\right)(t)\right]  \tag{19}\\
& +\mathbf{I}\left[\xi(t, y(t)), \partial_{2} F\left(\star_{y}\right)(t)\right]=0
\end{align*}
$$

$t \in(a, b)$, where $\left(\star_{y}\right)(t)=\left(y(t), K_{P}[y](t), \dot{y}(t), B_{P}[y](t), t\right)$.
Proof. By equation (16) one has

$$
\left.\frac{d}{d \theta}\left[F\left(\hat{y}(t), K_{P}[\hat{y}](t), \dot{\hat{y}}(t), B_{P}[\hat{y}](t), t\right)\right]\right|_{\theta=0}=0
$$

The usual chain rule implies that

$$
\begin{aligned}
& \partial_{1} F\left(\star_{\hat{y}}\right)(t) \cdot \frac{d}{d \theta} \hat{y}(t)+\partial_{2} F\left(\star_{\hat{y}}\right)(t) \cdot \frac{d}{d \theta} K_{P}[\hat{y}](t) \\
& +\partial_{3} F\left(\star_{\hat{y}}\right)(t) \cdot \frac{d}{d \theta} \dot{y}(t)+\left.\partial_{4} F\left(\star_{\hat{y}}\right)(t) \cdot \frac{d}{d \theta} B_{P}[\hat{y}](t)\right|_{\theta=0}=0 .
\end{aligned}
$$

By linearity of $K_{P}$ and $B_{P}$, differentiating with respect to $\theta$, and putting $\theta=0$,

$$
\begin{aligned}
& \partial_{1} F\left(\star_{y}\right)(t) \cdot \xi(t, y(t))+\partial_{2} F\left(\star_{y}\right)(t) \cdot K_{P}[\tau \mapsto \xi(\tau, y(\tau))](t) \\
& +\partial_{3} F\left(\star_{y}\right)(t) \cdot \frac{d}{d t} \xi(t, y(t))+\partial_{4} F\left(\star_{y}\right)(t) \cdot B_{P}[\tau \mapsto \xi(\tau, y(\tau))](t)=0
\end{aligned}
$$

We obtain (19) using the generalized Euler-Lagrange equation (8) and (17)-(18).

Example 3.14. Let $P=\langle a, t, b, \lambda, \mu\rangle, y \in C^{1}([a, b] ; \mathbb{R}), B_{P}[y] \in C([a, b] ; \mathbb{R})$. Consider Lagrangian $F\left(B_{P}[y](t), t\right)$ and transformations

$$
\begin{equation*}
\hat{y}(t)=y(t)+\varepsilon c+o(\varepsilon), \tag{20}
\end{equation*}
$$

where $c$ is a constant. Then, we have

$$
F\left(B_{P}[y](t), t\right)=F\left(B_{P}[\hat{y}](t), t\right)
$$

Therefore, $F$ is invariant under (20) and the generalized fractional Noether's theorem asserts that

$$
\begin{equation*}
A_{P^{*}}\left[\partial_{1} F\left(B_{P}[y](\tau), \tau\right)\right](t)=0, \quad t \in(a, b), \tag{21}
\end{equation*}
$$

along any generalized fractional extremal $y$. Note that equation (21) can be written in the form

$$
\frac{d}{d t}\left(K_{P^{*}}\left[\partial_{1} F\left(B_{P}[y](\tau), \tau\right)\right](t)\right)=0
$$

that is, quantity $K_{P^{*}}\left[\partial_{1} F\left(B_{P}[y](\tau), \tau\right)\right]$ is conserved along all generalized fractional extremals and this quantity, following the classical approach, can be called a generalized fractional constant of motion.

### 3.5. The Multidimensional Fractional Calculus of Variations

One can generalize results from previous sections to the case of several variables. In order to define the multidimensional generalized fractional variational problem, we introduce the notion of generalized fractional gradient.

Definition 3.15. Let $n \in \mathbb{N}$ and $P=\left(P_{1}, \ldots, P_{n}\right), P_{i}=\left\langle a_{i}, t, b_{i}, \lambda_{i}, \mu_{i}\right\rangle$. The generalized fractional gradient of a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with respect to the generalized fractional operator $T$ is defined by

$$
\nabla_{T_{P}}[f]:=\sum_{i=1}^{n} e_{i} \cdot T_{P_{i}}[f]
$$

where $\left\{e_{i}: i=1, \ldots, n\right\}$ denotes the standard basis in $\mathbb{R}^{n}$.

For $n \in \mathbb{N}$ let us assume that $P_{i}=\left\langle a_{i}, t_{i}, b_{i}, \lambda_{i}, \mu_{i}\right\rangle$ and $P=\left(P_{1}, \ldots, P_{n}\right)$, $y: \mathbb{R}^{n} \rightarrow \mathbb{R}$, and $\zeta: \partial \Omega_{n} \rightarrow \mathbb{R}$ is a given function. Consider the following functional:

$$
\begin{align*}
\mathcal{I}: \mathcal{A}(\zeta) & \longrightarrow \mathbb{R}  \tag{22}\\
y & \longmapsto \int_{\Omega_{n}} F\left(y(t), \nabla_{K_{P}}[y](t), \nabla[y](t), \nabla_{B_{P}}[y](t), t\right) d t,
\end{align*}
$$

where

$$
\mathcal{A}(\zeta):=\left\{y \in C^{1}\left(\bar{\Omega}_{n} ; \mathbb{R}\right):\left.y\right|_{\partial \Omega_{n}}=\zeta, K_{P_{i}}[y], B_{P_{i}}[y] \in C\left(\bar{\Omega}_{n} ; \mathbb{R}\right), i=1, \ldots, n\right\}
$$

$\nabla$ denotes the classical gradient operator, and $\nabla_{K_{P}}$ and $\nabla_{B_{P}}$ are generalized fractional gradient operators such that $K_{P_{i}}$ is the generalized partial fractional integral with kernel $k_{i}=k_{i}\left(t_{i}-\tau\right), k_{i} \in L^{1}\left(0, b_{i}-a_{i} ; \mathbb{R}\right)$, and $B_{P_{i}}$ is the generalized partial fractional derivative of Caputo type satisfying $B_{P_{i}}=K_{P_{i}} \circ \frac{\partial}{\partial t_{i}}$, $i=1, \ldots, n$. Moreover, we assume that $F$ is a Lagrangian

$$
\begin{aligned}
F: \quad \mathbb{R} \times \mathbb{R}^{3 n} \times \bar{\Omega}_{n} & \longrightarrow \mathbb{R} \\
\left(x_{1}, x_{2}, x_{3}, x_{4}, t\right) & \longmapsto F\left(x_{1}, x_{2}, x_{3}, x_{4}, t\right)
\end{aligned}
$$

of class $C^{1}$ and
(i) $K_{P_{i}^{*}}\left[\partial_{1+i} F\left(y(\tau), \nabla_{K_{P}}[y](\tau), \nabla[y](\tau), \nabla_{B_{P}}[y](\tau), \tau\right)\right] \in C\left(\bar{\Omega}_{n} ; \mathbb{R}\right)$,
(ii) $t \mapsto \partial_{1+n+i} F\left(y(t), \nabla_{K_{P}}[y](t), \nabla[y](t), \nabla_{B_{P}}[y](t), t\right) \in C^{1}\left(\bar{\Omega}_{n} ; \mathbb{R}\right)$,
(iii) $K_{P_{i}^{*}}\left[\partial_{1+2 n+i} F\left(y(\tau), \nabla_{K_{P}}[y](\tau), \nabla[y](\tau), \nabla_{B_{P}}[y](\tau), \tau\right)\right] \in C^{1}\left(\bar{\Omega}_{n} ; \mathbb{R}\right)$,
$i=1, \ldots, n$.
The following theorem states that if a function minimizes functional (22), then it necessarily must satisfy (23). This means that equation (23) determines candidates to solve the problem of minimizing functional (22).

Theorem 3.16. [21] Suppose that $\bar{y} \in \mathcal{A}(\zeta)$ is a minimizer of (22). Then, $\bar{y}$ satisfies the following generalized Euler-Lagrange equation:

$$
\begin{align*}
& \partial_{1} F\left(\star_{\bar{y}}\right)(t)+\sum_{i=1}^{n}\left(K_{P_{i}^{*}}\left[\partial_{1+i} F\left(\star_{\bar{y}}\right)(\tau)\right](t)\right.  \tag{23}\\
& \left.-\frac{\partial}{\partial t_{i}}\left(\partial_{1+n+i} F\left(\star_{\bar{y}}\right)(t)\right)-A_{P_{i}^{*}}\left[\partial_{1+2 n+i} F\left(\star_{\bar{y}}\right)(\tau)\right](t)\right)=0,
\end{align*}
$$

$t \in \Omega_{n}$, where $\left(\star_{\bar{y}}\right)(t)=\left(\bar{y}(t), \nabla_{K_{P}}[\bar{y}](t), \nabla[\bar{y}](t), \nabla_{B_{P}}[\bar{y}](t), t\right)$.
Example 3.17. Consider a medium motion whose displacement may be described as a scalar function $y(t, x)$, where $x=\left(x^{1}, x^{2}\right)$. For example, this function may
represent the transverse displacement of a membrane. Suppose that the kinetic energy $T$ and the potential energy $V$ of the medium are given by

$$
\begin{aligned}
T\left(\frac{\partial y(t, x)}{\partial t}\right) & =\frac{1}{2} \int \rho(x)\left(\frac{\partial y(t, x)}{\partial t}\right)^{2} d x \\
V(y) & =\frac{1}{2} \int k(x)|\nabla[y](t, x)|^{2} d x
\end{aligned}
$$

where $\rho(x)$ is the mass density and $k(x)$ is the stiffness, both assumed positive. Then, the classical action functional is

$$
\mathcal{I}(y)=\frac{1}{2} \int_{\Omega}\left(\rho(x)\left(\frac{\partial y(t, x)}{\partial t}\right)^{2}-k(x)|\nabla[y](t, x)|^{2}\right) d x d t .
$$

We shall illustrate what are the Euler-Lagrange equations when the Lagrangian density depends on generalized fractional derivatives. When we have the Lagrangian with the kinetic term depending on the operator $B_{P_{1}}$, with $P_{1}=$ $\left\langle a_{1}, t, b_{1}, \lambda, \mu\right\rangle$, then the fractional action functional has the form

$$
\begin{equation*}
\mathcal{I}(y)=\frac{1}{2} \int_{\Omega_{3}}\left[\rho(x)\left(B_{P_{1}}[y](t, x)\right)^{2}-k(x)|\nabla[y](t, x)|^{2}\right] d x d t \tag{24}
\end{equation*}
$$

The fractional Euler-Lagrange equation satisfied by an extremal of (24) is

$$
-\rho(x) A_{P_{1}^{*}}\left[B_{P_{1}}[y](\tau, s)\right](t, x)-\nabla[k(s) \nabla[y](\tau, s)](t, x)=0
$$

If $\rho$ and $k$ are constants, then $\rho A_{P_{1}^{*}}\left[B_{P_{1}}[y](\tau, s)\right](t, x)+c^{2} \Delta[y](t, x)=0$, where $c^{2}=k / \rho$, can be called the generalized time-fractional wave equation. Now, assume that the kinetic energy and the potential energy depend on $B_{P_{1}}$ and $\nabla_{B_{P}}$ operators, respectively, where $P=\left(P_{2}, P_{3}\right)$. Then, the action functional for the system has the form

$$
\begin{equation*}
\mathcal{I}(y)=\frac{1}{2} \int_{\Omega_{3}}\left[\rho\left(B_{P_{1}}[y](t, x)\right)^{2}-k\left|\nabla_{B_{P}}[y](t, x)\right|^{2}\right] d x d t \tag{25}
\end{equation*}
$$

The fractional Euler-Lagrange equation satisfied by an extremal of (25) is

$$
-\rho A_{P_{1}^{*}}\left[B_{P_{1}}[y](\tau, s)\right](t, x)+\sum_{i=2}^{3} A_{P_{i}^{*}}\left[B_{P_{i}}[y](\tau, s)\right](t, x)=0
$$

If $\rho$ and $k$ are constants, then

$$
A_{P_{1}^{*}}\left[B_{P_{1}}[y](\tau, s)\right](t, x)-c^{2}\left(\sum_{i=2}^{3} A_{P_{i}^{*}}\left[k B_{P_{i}}[y](\tau, s)\right](t, x)\right)=0
$$

can be called the generalized space- and time-fractional wave equation.

Corollary 3.18. Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in(0,1)^{n}$ and let $\bar{y} \in C^{1}\left(\bar{\Omega}_{n} ; \mathbb{R}\right)$ be a minimizer of the functional

$$
\mathcal{I}(y)=\int_{\Omega_{n}} F\left(y(t), \nabla_{I^{1-\alpha}}[y](t), \nabla[y](t), \nabla_{D^{\alpha}}[y](t), t\right) d t
$$

satisfying $\left.y(t)\right|_{\partial \Omega_{n}}=\zeta(t)$, where $\zeta: \partial \Omega_{n} \rightarrow \mathbb{R}$ is a given function,

$$
\nabla_{I^{1-\alpha}}=\sum_{i=1}^{n} e_{i} \cdot a_{i} I_{t_{i}}^{1-\alpha_{i}}, \quad \nabla_{D^{\alpha}}=\sum_{i=1}^{n} e_{i} \cdot{ }_{a_{i}}^{C} D_{t_{i}}^{\alpha_{i}}
$$

$F$ is of class $C^{1}$, and
(i) ${ }_{t} I_{b_{i}}^{1-\alpha_{i}}\left[\partial_{1+i} F\left(y(\tau), \nabla_{I^{1-\alpha}}[y](\tau), \nabla[y](\tau), \nabla_{D^{\alpha}}[y](\tau), \tau\right)\right]$ is continuous on $\bar{\Omega}_{n}$,
(ii) $t \mapsto \partial_{1+n+i} F\left(y(t), \nabla_{I^{1-\alpha}}[y](t), \nabla[y](t), \nabla_{D^{\alpha}}[y](t), t\right)$ is continuously differentiable on $\bar{\Omega}_{n}$,
(iii) ${ }_{t} I_{b_{i}}^{1-\alpha_{i}}\left[\partial_{1+2 n+i} F\left(\underline{\Omega}(\tau), \nabla_{I^{1-\alpha}}[y](\tau), \nabla[y](\tau), \nabla_{D^{\alpha}}[y](\tau), \tau\right)\right]$ is continuously differentiable on $\bar{\Omega}_{n}$.
Then, $\bar{y}$ satisfies the following fractional Euler-Lagrange equation:

$$
\begin{aligned}
& \partial_{1} F\left(\bar{y}(t), \nabla_{I^{1-\alpha}}[\bar{y}](t), \nabla[\bar{y}](t), \nabla_{D^{\alpha}}[\bar{y}](t), t\right) \\
& +\sum_{i=1}^{n}\left({ }_{t} I_{b_{i}}^{1-\alpha_{i}}\left[\partial_{1+i} F\left(\bar{y}(\tau), \nabla_{I^{1-\alpha}}[\bar{y}](\tau), \nabla[\bar{y}](\tau), \nabla_{D^{\alpha}}[\bar{y}](\tau), \tau\right)\right](t)\right. \\
& -\frac{\partial}{\partial t_{i}}\left(\partial_{1+n+i} F\left(\bar{y}(t), \nabla_{I^{1-\alpha}}[\bar{y}](t), \nabla[\bar{y}](t), \nabla_{D^{\alpha}}[\bar{y}](t), t\right)\right) \\
& \left.+t_{i} D_{b_{i}}^{\alpha_{i}}\left[\partial_{1+2 n+i} F\left(\bar{y}(\tau), \nabla_{I^{1-\alpha}}[\bar{y}](\tau), \nabla[\bar{y}](\tau), \nabla_{D^{\alpha}}[\bar{y}](\tau), \tau\right)\right](t)\right)=0
\end{aligned}
$$

$t \in \Omega_{n}$.

## 4. Conclusion

During the last two decades, fractional differential equations have increasingly attracted the attention of many researchers: many mathematical problems in science and engineering are represented by this kind of equations. Fractional calculus is a useful tool for modeling complex behaviors of physical systems from diverse domains such as mechanics, electricity, chemistry, biology, economics, and many others. Science Watch of Thomson Reuters identified this area as an Emerging Research Front. The Fractional Calculus of Variations (FCV) consider a new class of variational functionals that depend on fractional derivatives and/or fractional integrals [14]. Here we reviewed necessary conditions of optimality for problems of the FCV with generalized operators $[16,19,20,21,22,23]$. The
study of such variational problems is a subject of strong current study because of its numerous applications. The FCV is a fascinating and beautiful subject, still in its childhood. It was created in 1996 in order to better describe nonconservative systems in mechanics. The inclusion of nonconservatism is extremely important from the point of view of applications. Forces that do not store energy are always present in real systems. They remove energy from the systems and, as a consequence, Noether's conservation laws cease to be valid. However, as we have proved here, it is still possible to obtain the validity of Noether's principle using FCV. The new theory provides a more realistic approach to physics, allowing us to consider nonconservative systems in a natural way. To go further into the subject, we refer the reader to $[14,16]$ and references therein.
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