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1. Introduction

Let A∗ be a free monoid generated by an alphabet A. Then, we call an element
w ∈ A∗ a word over A and we denote the empty word by 1. Accordingly, a
subset of A∗ is called a language over A. The notation A+ is A∗ − {1}. Now,
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we call the language X ⊆ A+ a code if it is a basis of a free submonoid of A∗.

Among the codes, the maximal codes have been extensively studied in the
literature by many authors because the maximal codes have many interesting
properties, for example, see [2], [4]–[6], [9]–[20]. In fact, the codes that are
maximal play a crucial role in the theory of codes. Some of the well known
conjectures of codes such as the triangle conjecture, the commutatively prefix
conjecture and the conjecture of factorizing codes are all false on general codes.
Currently, no counter example has been found in finite maximal codes [1, 12].
Thus, the structure of finite maximal codes is an interesting phenomenon. It is
well established that the structure of finite maximal codes are closely related to
the factorization problem of the additive group Zn and the problem of completion
of finite codes. If there exists a pair (P,Q) of subsets of N such that for every
i = 0, 1, · · · , n− 1, there exists one and only one pair (p, q) ∈ P ×Q satisfying
p + q = i mod n, then we call the pair (P,Q) a factorization of Zn (see [7, 8]).
By using the factorization of Zn, we are still able to construct some codes which
are finitely incompletable (see [9, 10, 11, 14]).

In [21], we gave a property of the structure of finite maximal codes and by
using this property, some partial results can be obtained based on the triangle
conjecture for the finitely completable codes. In this paper, we will revise our
previous results given in [21] so that the statements of our revised results are
more concise than our previous results. Some corrections and supplemented
results are also given in this paper.

For those notations and terminology not given in this paper, the reader is
referred to the well known monographs of A. Salomaa [16], J. Berstel, D. Perrin
and C. Reutenauer [1].

2. On the Structure of Finite Maximal Codes

Throughout this section, we let P ⊆ P(N) and Q ⊆ P(N), where P(N) is the
power set of N. If for any P ∈ P and Q ∈ Q, (P,Q) are the factorizations of Zn,
then (P,Q) is said to be a system of factorizations of Zn. If Γ, Λ are the sets of
integers, then we write

aΓ = {ai | i ∈ Γ},

Γ + Λ = {i+ j | i ∈ Γ, j ∈ Λ}.

If Γ = {k}, i.e., Γ is a singleton, then for the sake of simplicity, we use k + Λ
instead of {k}+Λ. For an integer k, we use the notation k to denote the smallest
nonnegative integer contained in the congruence class of k modulo n, and for a
set Γ of integers, we write

Γ = {γ|γ ∈ Γ}.

In the following, we always denote T = {0, · · · , n− 1} and suppose that P ⊆ T
and Q ⊆ T for any factorization (P,Q) of Zn. Clearly, if (P,Q) is a factorization
of Zn, then (P − k,Q− `) are also factorizations of Zn for all k, ` ∈ N. Hence, we
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call the system (P,Q) of factorizations of Zn perfect if {P − k|k ∈ N, P ∈ P} ⊆ P

and {Q− `|` ∈ N, Q ∈ Q} ⊆ Q. If (P,Q) is a perfect system of factorizations of
Zn, then for any k ∈ T , there exists P ∈ P (Q ∈ Q) such that k ∈ P (k ∈ Q).

Let X ⊆ A∗. Then, we call a word y ∈ A∗ a right completable word for X
if yw ∈ X∗ for some w in A∗. A word y ∈ A∗ is said to be a strongly right
completable word for X if ysA∗ ∩X∗ 6= ∅ for any s ∈ A∗. One can observe that
the set of strongly right completable words is a right ideal of A∗ [1]. It is known
that every finite maximal code X ⊆ A+ has some strongly right completable
words [16], and there exists n ∈ N (related to a ∈ A) such that an ∈ X . We call
this number n the order of a (related to X) (see [1, Prop. 2.5.15]).

In this paper, we always assume that the alphabet A is not a singleton
and a ∈ A. Let B = A − {a} and w ∈ B(a∗B)∗. Moreover, let (P,Q) be
a system of factorizations of Zn. If for any assigned P0 = {p1, · · · , ps} ∈ P,
Q0 = {q1, · · · , qt} ∈ Q, the set of n words Xw = {w1, · · · , wn} ⊆ a∗wa∗ can be
arranged in the following matrix form related to (P0, Q0) ( Here P0 (Q0) can be
regarded as a (1× s) ((1× t)) matrix, i.e., every element of P0 (Q0) has a fixed
location),

X(P0,Q0)
w =






ai11waj11 , ai12waj12 , · · · ai1twaj1t ,
ai21waj21 , ai22waj22 , · · · ai2twaj2t ,

· · · · · · · · · · · ·
ais1wajs1 , ais2wajs2 , · · · aistwajst ,





, (1)

which satisfies the following conditions:

(i) For k = 1, · · · , s and m = 1, · · · , t.

qm − ikm ∈ P0, pk − jkm ∈ Q0. (2)

(ii) For Qk = {ik1, · · · , ikt} and Pm = {j1m, · · · , jsm}, where k = 1, · · · , s and
m = 1, · · · , t,

{P1, · · · , Pt} ⊆ P, {Q1, · · · , Qs} ⊆ Q. (3)

Then we call Xw induced by (P,Q) and call the matrix X
(P0,Q0)
w induced by

(P,Q) related to (P0, Q0). In the following, we always regard P ∈ P and Q ∈ Q

as (1 × s) and (1 × t) matrices respectively when the matrix induced by (P,Q)
related to (P,Q) is concerned.

Remark 2.1. We remind that the conditions (2) are the equivalent form of con-
ditions (5) and (6) in [21]. Moreover, we claim that the conditions (7) and (8)
in [21], i.e.,

({i1m, · · · , ism}+ P0) ∩Q0 = {qm}, m = 1, · · · , t;

({jk1, · · · , jkt}+Q0) ∩ P0 = {pk}, k = 1, · · · , s.

are redundant. In fact, they are the deductions of conditions (2). Assume that
qm − ikm ∈ P0. Then, there is p ∈ P0 such that qm − ikm = p+ α, where α = 0
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mod n. Clearly, we may write

ikm + p = qm mod n. (4)

By (P0, Q0) being a factorization of Zn, we can easily see that ikm + P0 ∩Q0 =
{qm}. The situation of the second equation is similar.

Proposition 2.2. Let (P,Q) be a system of factorizations of Zn, and P0 =
{p1, · · · , ps} ∈ P, Q0 = {q1, · · · , qt} ∈ Q. If Xw ⊆ a∗wa∗ is induced by

(P,Q) and X
(P0,Q0)
w is the matrix induced by (P,Q) related to (P0, Q0), where

w ∈ B(a∗B)∗, B = A− {a}, then the following statements hold:

(i) If aiwaj is an element of Xw which satisfies qm − i ∈ P0, then a
iwaj must

be located in the column m of the matrix X
(P0,Q0)
w .

(ii) If aiwaj is an element of Xw which satisfies pk − j ∈ Q0, then a
iwaj must

be located in row k of the matrix X
(P0,Q0)
w .

(iii) The matrix X
(P0,Q0)
w is unique.

Proof. (i) Let aiwaj be in Xw. Then, it suffices to prove the following fact.
If qm − i ∈ P0 and qk − i ∈ P0, then qk = qm. We denote qm − i = p + α
and qk − i = p′ + β for some p, p′ ∈ P0 and α, β = 0 mod n. Thus, we have
qm − qk = p − p′ + α − β, i.e., qm + p′ = qk + p + (α − β). Since (P0, Q0) is a
factorization of Zn, we see that qm = qk.

(ii) The proof of this part is similar to (i).

(iii) Let X
(P0,Q0)
w be a matrix induced by (P,Q) related to (P0, Q0). We

denote this matrix as (1). Then, the element (k,m) in the matrix X
(P0,Q0)
w need

satisfy qm − ikm ∈ P0 and pk − jkm ∈ Q0. By (i) and (ii), except aikmwajkm

itself, no word in Xw satisfies this condition. Therefore, the construction of the

matrix X
(P0,Q0)
w from Xw is unique.

Proposition 2.3. Let (P,Q) be a perfect system of factorizations of Zn and Xw ⊆
a∗wa∗ induced by (P,Q), where w ∈ B(a∗B)∗, B = A−{a}. Then the following
statements hold:

(i) If aiwaj , ai
′

waj
′

∈ Xw which satisfies |i − i′| ∈ {|k − `||k, ` ∈ P, P ∈ P},
then |j − j′| ∈ {|k − `||k, l ∈ P, P ∈ P}.

(ii) If aiwaj , ai
′

waj
′

∈ Xw which satisfies |j − j′| ∈ {|k − `||k, ` ∈ Q,Q ∈ Q},
then we also have |i− i′| ∈ {|k − `||k, ` ∈ Q,Q ∈ Q}.

Proof. Let |i− i′| = |k− `|, where k, ` ∈ P0 with P0 ∈ P. Then, we may assume
that i ≥ i′ and k ≥ `. For the other case, the argument is similar. Thus, we
have i − i′ = k − `. Let us denote i + ` = i′ + k = q mod n (where q ∈ T ).
Thus, q − i1, q − i2 ∈ P0. Since (P,Q) is perfect, there exists an element Q0 of

Q such that q ∈ Q0. Furthermore, we can arrange Xw as a matrix X
(P0,Q0)
w

which induced by (P,Q) related to (P0, Q0). By using Proposition 2.2 (i), it
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can be seen that ai1waj1 , ai2waj2 are located in the same column in the matrix

X
(P0,Q0)
w . Thus, the equation (3) of the definition of the matrix X

(P0,Q0)
w leads

to |j1 − j2| ∈ {|k − `||k, ` ∈ P, P ∈ P} and hence (i) is proved. The proof of (ii)
is similar and is hence omitted.

Clearly, {|k − `||k, ` ∈ P, P ∈ P} ∩ {|k − `||k, ` ∈ Q,Q ∈ Q} = {0} because
(P,Q) is a factorization of Zn for any P ∈ P and any Q ∈ Q. In order to
prove the next Theorem, we recall the known concept of Bernoulli distribution
on A∗. It is a morphism π from A∗ into the multiplicative monoid R+ of some
nonnegative real numbers, which satisfies Σa∈Aπ(a) = 1 (see [1, pp. 40]). If π
is a Bernoulli distribution on A∗, then, it is known that π(X) ≤ 1 for any code
X ⊆ A+.

We now prove the following crucial theorem which is closely related to finite
maximal codes.

Theorem 2.4. Let (P,Q) be a perfect system of factorizations of Zn and Xw ⊆
a∗wa∗ induced by (P,Q), where w ∈ B(a∗B)∗, B = A− {a}. Then, {an} ∪Xw

is a maximal code in a∗ ∪ a∗wa∗.

Proof. We first prove that {an}∪Xw is a code. If {an}∪Xw is not a code, then
there exists a word which has different decompositions in {an} ∪Xw, say

(aα1)(ai1waj1)(aα2)(ai2waj2) · · · (aαk)(aikwajk )(aαk+1)

= (aα
′

1)(ai
′

1waj
′

1)(aα
′

2)(ai
′

2waj
′

2) · · · (aα
′

k)(ai
′

kwaj
′

k )(aα
′

k+1),

where αm = 0 mod n and α′
m = 0 mod n, m = 1, 2, · · · , k + 1. We may assume

that this word is the shortest which has different decompositions. Thus, we write

i1 = i′1 mod n, jk = j′k mod n.

and

j1 − j′1 = i′2 − i2 6= 0, · · · , jk−1 − j′k−1 = i′k − ik 6= 0.

Clearly, we have |i′1− i1| = 0 ∈ {|k− `||k, ` ∈ P, P ∈ P}, by applying Proposition
2.3 (i), we know that |j1 − j′1| ∈ {|k− `||k, ` ∈ P, P ∈ P}. Since i′2 − i2 = j1 − j′1,
again by Proposition 2.3 (i), we have |j2 − j′2| ∈ {|k − `||k, ` ∈ P, P ∈ P}.
Proceeding in this way, we have = |i′k−ik| = |jk−1−j′k−1| ∈ {|k−`||k, ` ∈ P, P ∈

P}. On the other hand, by using Proposition 2.3 (ii), we see that |jk − j′k| = 0 ∈

{|k − `||k, ` ∈ Q,Q ∈ Q} leads to |i′k − ik| ∈ {|k − `||k, ` ∈ Q,Q ∈ Q}. Thus, we

arrive at a contradiction because (P,Q) is a factorization of Zn and i′k − ik 6= 0.
Therefore, we have proved that {an} ∪Xw is a code.

Now, we proceed to prove that Y = {an}∪Xw is a maximal code in a∗∪a∗wa∗.

Assume that there is x /∈ Y such that Ỹ = {x} ∪ Y is again a code. Then, it

is clear that x /∈ a∗ and hence x ∈ a∗wa∗. In fact, we may regard Ỹ as a code
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over the alphabet Ã = {a, w}. Let π be a Bernoulli distribution on (Ã)∗ and
π(a) = θ. Then, we have the following situation:

π(Ỹ )− 1 = π(w)[(π(a))α1 + · · ·+ (π(a))αn + (π(a))αn+1 ]− [1− (π(a)n]

= (1− θ)[(θα1 + · · ·+ θαn + θαn+1)− (1 + θ + θ2 + · · ·+ θn−1)],

where α1, · · · , αn is the number of appearance of a in the word belonging to
Xw, respectively (Notice that Xw contains n words), and αn+1 is the number of
appearance of a in the word x. By applying the following result

lim
θ→1

[(θα1 + · · ·+ θαn + θαn+1)− (1 + θ + θ2 + · · ·+ θn−1)] = 1,

there exists π′ such that π′(Ỹ ) > 1. Clearly, this is a contradiction since π′(X) ≤

1 for every code X ⊆ (Ã)+. Therefore, we now know that Ỹ is not a code and
hence we have shown that Y = {an} ∪Xw is a maximal code in a∗ ∪ a∗wa∗.

Let X ⊆ A+ be a finite maximal code, and n the order of a ∈ A. If x ∈ A∗

be such that the set

Q = {k ∈ T |ak+2n|X|xA∗ ∩X∗ 6= ∅} (5)

satisfies the following condition

aj−i /∈ (X∗)−1X∗, for i, j ∈ Q with i < j. (6)

Then we say that aQ is a right set of X (related to a ∈ A) and x is its generator.
Clearly, if i ∈ N and Q′ = Q− i, then aQ

′

is also a right set. The word aix is
the generator of aQ

′

. Let y ∈ A∗ be a strongly right completable word of X and
let P = {k ∈ T |ya2n|X|+k ∈ X∗}.

Then, we say that aP is a left set ofX (related to a ∈ A) and y is its generator.
Similarly, if j ∈ N and P ′ = P − j then aP

′

is also a left set. The word yaj is
clearly the generator of aP

′

.

Remark 2.5. The following is a statement given in [21]:

If i ∈ Q and Q′ = Q− i, then aQ
′

is also a right set, and if j ∈ P and
P ′ = P − j, then aP

′

is also a left set. In fact, the restrictions i ∈ Q and j ∈ P
are unnecessary.

Proposition 2.6. [21, Props. 2.1 and 2.2] Let X ⊆ A+ be a finite maximal code
and n the order of a ∈ A. Then there exist some right sets of X related to a.

For w ∈ A∗, we denote the number of the letter a appearing in the word w
by |w|a, and in general, for B ⊆ A, we write |w|B =

∑
b∈B |w|b, specially, we

write |w|A = |w|, and it is called the length of w. For X ⊆ A∗, we denote the
largest length of the words in X by |X |.
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Proposition 2.7. [21, Prop. 2.6] Let X ⊆ A+ be a finite maximal code and n the
order of a ∈ A. If y is a strongly right completable word of X and aQ is a right
set of X (related to a), then for any u ∈ A∗, there exists a unique j ∈ Q such
that yua2n|X|−j ∈ X∗.

Proposition 2.8. Let X ⊆ A+ be a finite maximal code and n the order of a ∈ A,
aP (aQ) a left (right) set of X related to a. Then for any u ∈ A∗, there exists
an unique pair (p, q) ∈ P ×Q such that a2n|X|−pua2n|X|−q ∈ X∗.

Proof. See Proposition 2.8 of [21].

Theorem 2.9. Let X ⊆ A+ be a finite maximal code and n the order of a ∈ A,
aP (aQ) a left (right) set of X related to a. Then, (P,Q) is a factorization of
Zn.

Proof. See Theorem 2.7 of [21].

Corollary 2.10. Let X ⊆ A+ be a finite maximal code and n the order of a ∈ A.
Let

PX = {P ⊆ N|aP is a left set of X},

QX = {Q ⊆ N|aQ is a right set of X}.

Then (PX ,QX) is a perfect system of factorizations of Zn.

Proof. By Theorem 2.9, we know that (PX ,QX) is a system of factorizations of
Zn. Also, by the definitions of the left set and the right set, we easily see that
the system (PX ,QX) is perfect.

Now, we call the (PX ,QX) in Corollary 2.10 the system of factorizations of
Zn induced by X related to a. In the following, we always suppose that X ⊆ A+

with an ∈ X , and for w ∈ B(a∗B)∗, denote

Xw = X ′
w − (anX ′

w ∪X ′
wa

n), (7)

where

X ′
w = (a∗wa∗ ∩X∗) .

Clearly, if aiwaj ∈ Xw, then for i′ = i mod n, j′ = j mod n with (i, j) 6=
(i′, j′), ai

′

waj
′

/∈ Xw.

For finite maximal codes, we have the following theorem.

Theorem 2.11. Let X ⊆ A+ be a finite maximal code, n the order of a ∈ A, and
(PX ,QX) the system of factorizations of Zn induced by X related to a. Then,
for B = A− {a} and w ∈ B(a∗B)∗, Xw is induced by (PX ,QX).
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Proof. (i) Let w ∈ B(a∗B)∗ and P0 = {p1, · · · , ps} ∈ P, Q0 = {q1, · · · , qt} ∈ Q.
Then, we fix (pk, qm) ∈ P0 × Q0 and observe that u = aqmwapk . By applying
Proposition 2.8, there exists an unique pair (p, q) ∈ P0 ×Q0 such that

a2n|X|−p(aqmwapk)a2n|X|−q ∈ X∗. (8)

Hence, there is a function ψ : P0 × Q0 → P0 × Q0, (pk, qm) 7→ (p, q). It is
convenient to denote this (p, q) as (pkm, qkm). The word in (8) can only be
factorized in X as follows:

(aα1)(aα2+qm−pkmwaβ2+pk−qkm)(aβ1),

where α1, α2, β1, β2 = 0 mod n and aα2+qm−pkmwaβ2+pk−qkm ∈ Xw. We write

α2 + qm − pkm = ikm, β2 + pk − qkm = jkm, (9)

and define a function φ : P0 × Q0 → Xw, (pk, qm) 7→ aikmwajkm . We now
show that φ is an injection. If there are (pk, qm), (pk′ , qm′) ∈ P0 × Q0, with
(pk, qm) 6= (pk′ , qm′), such that φ((pk, qm)) = φ((pk′ , qm′)), then

φ((pk, qm)) = aα2+qm−pkmwaβ2+pk−qkm

= aα
′

2+q
m′−p

k′m′waβ
′

2+p
k′−q

k′m′ = φ((pk′ , qm′)).

This result is clearly impossible since (P0, Q0) is a factorization of Zn. Hence,
we have shown that φ is an injection. Clearly, (n − P0, Q0) and (P0, n − Q0)
are also the factorizations of Zn. Thus, for any aiwaj ∈ Xw, there exist some
p, p′ ∈ P0, q, q

′ ∈ Q0 such that (n− p′) + q = i mod n and p+ (n− q′) = j mod
n. Hence, we obtain the following equality.

a2n|X|−p′

(aqwap)a2n|X|−q′ = aα(aiwaj)aβ ,

where α, β = 0 mod n. Now, by the definition of φ, we have φ(p, q) = aiwaj .
This shows that φ is a surjection and so that φ is a bijection. Let k = 1, · · · , s
and m = 1, · · · , t. Then all words aikmwajkm constitute the matrix (1) and the
equation (2) follow from (8).

(ii) Let Qk = {ik1, · · · , ikt} and Pm = {j1m, · · · , jsm}, where k = 1, · · · , s

and m = 1, · · · , t. Then, we prove that aP1 is a left set and aQ1 is a right set.
For other P ∈ {P1, · · · , Pt} and Q ∈ {Q1, · · · , Qs}, the proofs are similar. Now,
we let y be a strongly right completable word generating aP0 and x the generator
of aQ0 . Then, we see immediately that y1 = yaq1+2n|X|w is also a strongly right
completable word. Observing (2), there exists pk1 ∈ P0, k = 1, · · · , s, such that




i11
i21
...
is1


+




p11
p21
...
ps1


 =




q1
q1
...
q1


mod n.
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We have

y1a
jk1 = (yaq1+2n|X|w)ajk1 = (yapk1)(aα)(aik1wajk1 ) ∈ X∗, k = 1, · · · , s,

where α = 0 mod n, yapk1 ∈ X∗, aik1wajk1 ∈ Xw. Clearly, y1a
2n|X|+jk1 ∈ X∗

and hence, we have

P1 = {j11, · · · , js1} ⊆ {i ∈ T |y1a
2n|X|+i ∈ X∗}.

We now claim that jk1 6= jm1 for k 6= m. If jk1 = jm1, then y1a
jk1 = y1a

jm1 ,
and

(yapk1)(aα)(aik1wajk1 )(aβ) = (yapm1)(aα
′

)(aim1wajm1)(aβ
′

),

where α, α′, β, β′ = 0 mod n. Since X is a code, we see that pk1 = pm1 and
ik1 = im1. Furthermore, we have aik1wajk1 = aim1wajm1 . This is a contradiction
because φ : P0 × Q0 → Xw is a bijection and hence the words in Xw are
different to each other (Noting that the definition of Xw, there are no different
words aiwaj , ai

′

waj
′

∈ Xw such that i = i′ mod n and j = j′ mod n). Since
Py1

= {i ∈ T |y1a2n|X|+i ∈ X∗} contains s elements, we see that P1 = Py1
and

aP1 is a left set.

Now, we consider the word x1 = wap1+4n|X|x. By using (2), there exists
q1m ∈ Q0, m = 1, · · · , t such that




j11
j12
...
j1t


+




q11
q12
...
q1t


 =




p1
p1
...
p1


mod n.

We have

a2n|X|+i1kx1 = a2n|X|+i1k(wap1+4n|X|x) = (aα)(ai1kwaj1k )(aβ)(a2n|X|+q1kx),

where α, β = 0 mod n, ai1kwaj1k ∈ Xw and a2n|X|+q1kxA∗ ∩ X∗ 6= ∅ (since
qik ∈ Q0). Let

Qx1
= {k ∈ T |a2n|X|+kx1A

∗ ∩X∗ 6= ∅}.

Then, we deduce that Q1 ⊆ Qx1
. If k ∈ Qx1

, then there exists z ∈ A∗ such that
a2n|X|+kx1z ∈ X∗. This word has a factorization in X as follows:

a2n|X|+kx1z = a2n|X|+kwa4n|X|+p1xz = (a2n|X|+k−i1` )(ai1`waj1`)(aα)(aq1`xz),

where all words in the parentheses belong to X∗. Clearly, k = i1` ∈ Q1. There-

fore, we have Q1 = Qx1
. In order to show that aQ1 is a right set, we still need

verify that Q1 satisfies condition (6). If there exist i1k, i1` ∈ Q1 with i1k 6= i1`
such that a|i1k−i1`| ∈ (X∗)−1X∗, then a|i1k−i1`| ∈ (X∗)−1X∗ too and there are
u, v ∈ X∗ such that u = vai1k−i1` (Assume that i1k > i1`). Furthermore, we
have uai1`x1 = vai1kx1. This word has the following factorizations:

uai1`x1 = uaii`wap1+4n|X|x = (u)(ai1`waj1` )(aβ)(aq1`x),

vai1kx1 = vaiikwap1+4n|X|x = (v)(ai1kwaj1k )(aβ
′

)(aq1kx),
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where β, β′ = 0 mod n, ai1`waj1` , ai1kwaj1k ∈ Xw. For the sake of convenience,
we assume that q1` < q1k. Thus, we have

((v)(ai1kwaj1k )(aβ
′

))−1((u)(ai1`waj1`)(aβ)) = aq1k−q1`

and hence, we have aq1k−q1` ∈ (X∗)−1X∗. This result contradicts to aQ0 being

a right set. Therefore, we see that Q1 satisfies condition (6) and aQ1 is also a
right set.

Since (P0, Q0) is arbitrarily taken, we have proved that Xw is induced by
(PX ,QX).

Remark 2.12. Let (P,Q) be a perfect system of factorizations of Zn and X ⊆
∪m
k=1a

∗B(a∗B)k−1a∗ with an ∈ X , where B = A − {a}. If Xw ⊆ a∗wa∗ is
induced by (P,Q) for each w ∈ ∪m

k=1B(a∗B)k−1, where Xw is defined as (7).
By Theorem 2.4, each Xw is a maximal code in a∗ ∪ a∗wa∗. We may ask the
following question: Is X a maximal code in ∪m

k=1a
∗B(a∗B)k−1a∗ ? In fact, when

X is a code, the answer to this question is positive. However, X may not be a
code, see the following example.

Example 2.13. Let P = {P0}, where P0 = (0, 2, 4) and Q = {Q0, Q1}, where
Q0 = (0.1), Q1 = (1, 2). Clearly, (P,Q) is a system of factorizations of Z6.
Moreover, let A = {a, b} and

X = {a2ba6, ab, a2ba2, aba2, a2ba4, aba4, ba2b, aba2b, ba2ba2, ba2ba4}.

Then Xb and Xba2b are induced by (P,Q). The following are the matrices

X
(P0,Q0)
b and X

(P0,Q0)
ba2b

induced by (P,Q) related to (P0, Q0).

X
(P0,Q0)
b =





a2ba6, ab,
a2ba2, aba2,
a2ba4, aba4,



 ,

X
(P0,Q0)
ba2b

=





ba2b, aba2b,
ba2ba2, aba2ba2,
ba2ba4, aba2ba4,



 .

(Notice that aba2ba2, aba2ba4 ∈ X2
b .) However, we have the following equality:

(aba2)(a2ba2)(ba2ba2) = (aba4)(ba2b)(a2ba2),

where all the words in the parentheses belong to X . This equality shows that
X is not a code.

3. Triangle Conjecture

In this section, we return to consider the well known triangle conjecture. Let
A = {a, b} and X ⊆ a∗ba∗ be a code. Then the triangle conjecture asserts that

Card({aibaj ∈ X |i+ j ≤ K}) ≤ K + 1,
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for any K ∈ N.

In the literature, the triangle conjecture was first proposed by D. Perrin and
M.P. Schützenberger in 1981 [12]. It has already been proved by P. Shor in 1983
that this conjecture is in general not true [17]. In this section, our work is mainly
to prove that the triangle conjecture holds for finitely completable codes under
an additional condition. Thus, our result in this section can be regarded as a
supplemented result of the well known triangle conjecture.

We first recall a kind of factorizations of Zn introduced in [8]. Consider
a factorization (P,Q) of Zn satisfying the following condition: For every i =
0, 1, · · · , n − 1, there exists one and only one pair (p, q) ∈ P × Q such that
p + q = i not modulo n. Then we call such factorization a strong factorization
or call it Krasner factorization.

For strong factorizations, we state the following theorem.

Theorem 3.1. Let X ⊆ A+ be a finite maximal code and n the order of a ∈ A.
Moreover, let (P,Q) be the system of factorizations of Zn induced by X. If there
exists P ⊆ N (Q ⊆ N ) such that (({P} ∪ P,Q)) ((P, {Q} ∪ Q)) ) is again a
system factorizations of Zn, and it contains a strong factorization, then for any
w ∈ B(a∗B)∗, where B = A− {a}, the following inequalities hold:

Card({aiwaj ∈ Xw | i+ j ≤ K}) ≤ K + 1, K = 0, 1, 2, · · · . (10)

Proof. We only consider the condition that ({P} ∪ P,Q) contains a strong fac-
torization of Zn. For the condition that (P, {Q} ∪ Q) contains a strong factor-
ization of Zn, the proof is similar. Let (P,Q) be the strong factorization in
({P} ∪ P,Q). Clearly, any k ∈ N may be factorized uniquely as k = p + q + α
such that (p, q) ∈ P ×Q and α = 0 mod n with α > 0. Therefore, we have two
functions: λ : N → P, k 7→ p and σ : N → Q, k 7→ q. Furthermore, we define a
function Φ : Xw → aQwaP , aiwaj 7→ aσ(i)waλ(j).

In fact, Φ is an injection. If this assertion is not true, then there ex-
ist ai1waj1 , ai2waj2 ∈ Xw with ai1waj1 6= ai2waj2 such that Φ(ai1waj1 ) =
Φ(ai2waj2 ) = aqwap, where (p, q) ∈ P × Q. We now factorize i1, j1, i2, j2 as
follows:

i1 = p1 + q + α1, i2 = p2 + q + α2, j1 = p+ q1 + β1, j2 = p+ q2 + β2,

where p1, p2 ∈ P and q1, q2 ∈ Q, α1, α2, β1, β2 = 0 mod n with α1, α2, β1, β2 <
2n|X |. Since ai1waj1 6= ai2waj2 , we see easily that i1 − i2 6= 0 or j1 − j2 6= 0.
Assume that j1− j2 6= 0. By Proposition 2.3, |i1− i2| = |p1−p2| ∈ {|k− `||k, ` ∈
P, P ∈ P} leads to |j1 − j2| ∈ {|k − `||, k, ` ∈ P, P ∈ P}. This contradicts to
|j1 − j2| = |q1 − q2| ∈ {|k− `||, k, ` ∈ Q,Q ∈ Q} and j1 − j2 6= 0. For i1 − i2 6= 0,
again by Proposition 2.3, |j1− j2| = |q1− q2| ∈ {|k− `||k, ` ∈ Q,Q ∈ Q} leads to
|i1−i2| ∈ {|k−`||, k, ` ∈ Q,Q ∈ Q}. Similarly, we see that this result contradicts
to |i1 − i2| = |p1 − p2| ∈ {|k − `||, k, ` ∈ P, P ∈ P} and i1 − i2 6= 0. Therefore,
we have proved that Φ is an injection. Since (P,Q) is a strong factorization, we
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obtain immediately that

Card({aqwap ∈ aQwaP | p+ q ≤ K}) ≤ K + 1, K = 0, 1, 2, · · · .

Clearly, σ(i) ≤ i and λ(j) ≤ j. Hence, we deduce that

{aσ(i)waλ(j) ∈ Φ(Xw)|i+ j ≤ K} ⊆ {aσ(i)waλ(j) ∈ Φ(Xw)|σ(i) + λ(j) ≤ K}

⊆ {aqwap ∈ aQwaP |q + p ≤ K|}.

The above result implies that

Card({aibaj ∈ Xw | i+ j ≤ K}) = Card({aσ(i)baλ(j) ∈ Φ(Xw) | i+ j ≤ K})

≤ Card({aqbap ∈ aQwaP | q + p ≤ K})

≤ K + 1,

where K = 0, 1, 2, · · · . Therefore, we have proved that the inequality (9) holds.

In closing this paper, we give the following Remark.

Remark 3.2. For the system of factorizations (P,Q) of Zn, we list three types as
following:

(i) There exists a strong factorization (P,Q) of Zn which is contained in (P,Q).

(ii) There exists a strong factorization (P,Q) of Zn such that ({P}∪P, {Q}∪Q)
is again a system factorizations of Zn. Moreover, at least one of P and Q
belong to P ∪Q (Clearly, if P ∈ P ∪Q, then P ∈ P and {P} ∪ P = P. For
Q ∈ P ∪Q, the situation is analogous.)

(iii) There exists a strong factorization (P,Q) of Zn such that ({P}∪P, {Q}∪Q)
is again a system factorizations of Zn.

Clearly,

Type(i) ⊆ Type(ii) ⊆ Type(iii).

In [21], we prove that the conclusion of Theorem 3.1 holds if the system of
factorizations (P,Q) of Zn induced by X belong to type (i), and in this paper,
we prove that the conclusion holds if (P,Q) belong to type (ii). We can not
prove that the conclusion holds for (P,Q) belonging to type (iii).

Remark 3.3. One naturally call two codes X and Y commutative equivalent if
there exists a bijection between these codes such that a word and its image
only differs by the ordering of their letters. Hence, a code X is said to be a
commutative prefix code if X is commutative equivalent to a prefix code.

Now, we let (P,Q) be a perfect system of factorizations of Zn and the code
X ⊆ ∪m

k=1a
∗B(a∗B)k−1a∗ with an ∈ X , where B = A − {a}. If for each

w ∈ B(a∗B)k−1, k = 1, · · · ,m, Xw satisfies the inequalities (10), then we know
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that all Xw are commutative prefix codes (see [1, Prop. 14.6.3]). Accordingly,
we ask the following natural question.

Is X a commutative prefix code?

The answer to this question is however negative. We now provide the follow-
ing example.

Example 3.4. Consider the following Shor’s code in [17]

XS = b{1, a, a7, a13, a14} ∪ {a3, a8}b{1, a2, a4, a6} ∪ a11b{1, a, a2}.

In keeping the notation given in this paper, we exchange the position of a and
b, i.e, let

X = a{1, b, b7, b13, b14} ∪ {b3, b8}a{1, b2, b4, b6} ∪ b11a{1, b, b2}.

Since a ∈ X , we see that for each w ∈ b(a∗b)∗, Xw has at most one element and
hence all Xw (if they are not empty) are prefix codes. However, it is clear that
X is not a commutative prefix code. This illustrates the situation.
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